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ABSTRACT

In this paper we study four approaches to conserving disiggrie
high-performance network servers. The first approach isver}
age the extensive work on laptop disks and power disks down du
ing periods of idleness. The second approach is to replage hi
performance disks with a set of lower power disks that caieseh
the same performance and reliability. The third approattéem-
bine high-performance and laptop disks, such that only dtteese
two sets of disks is powered on at a time. This approach resjuir
the mirroring (and coherence) of all disk data on the two séts
disks. Finally, the fourth approach is to use multi-speattglisuch
that each disk is slowed down for lower energy consumptiaindu
periods of light load. We demonstrate that the fourth apgiiaa
the only one that can actually provide energy savings fomoekt
servers. In fact, our results for Web and proxy servers shaithe
fourth approach can provide energy savings of up to 23%, fim-co
parison to conventional servers, without any degradatioserver
performance.

Categories and Subject Descriptors

D.4 [Operating system$. Storage management; B.thput/out-
put and data communicationg: Input/output devices

General Terms
Experimentation, measurement

Keywords

Energy conservation, network servers, disk power

1. INTRODUCTION

Energy conservation has always been a key concern for yatter
operated computing devices, since the energy consumedebg th
devices determines their battery life. In the last two yeags
searchers have realized that energy conservation is atsaicfor
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high-performance network servers, even though thesemmgsiee
connected to the electrical power grid.

The reason for this new focus is that network servers are of-
ten replicated to form large clusters, such as those thgicstip
data centers, hosting centers, and a multitude of Interoripe-
nies. The Google search engine, for example, is supportddky
servers divided into 4 installations. These large clustersume a
significant amount of energy, which is reflected in high eleet
ity bills. Not surprisingly, data from several sources (e[§0,
24]) show that energy represents a significant fraction efdst
of data and hosting centers. Perhaps more importantly hewev
energy conservation is an important goal for computer $isisn
in that most power-generation technologies (such as nueleg
coal-based generation) have a negative impact on the envét.

A few efforts [29, 28, 6] have been made to conserve energy
in network servers. These efforts tackled the high poweplsup
losses observed in traditional servers. Thus, they focosetbn-
serving energy by dynamically reconfiguring (or shrinkiag)lus-
ter of network servers to operate with fewer nodes undet lagd.
Other efforts [3, 9, 10] tackled the energy consumed by thd 35t
network servers. Their approach was to conserve energyiby us
dynamic voltage scaling (e.g., [31, 13]) or request batghinder
light load.

Even though these efforts have made important strides in con
serving energy in network servers, there is still much to teed
The disk energy consumption of network servers, for ingamn
only starting to be addressed now. Disk energy consumpton c
be a serious problem for network servers, given that higheser
performance is paramount and high-performance disks coasu
significant amounts of energy, even when compared to mioropr
cessors or power supply losses. In fact, this problem istors
data-intensive network servers, such as proxy, file, andbdae
servers, which require several disks per server. We eveacexp
the problem to worsen in the future, as an increasing number o
high-performance disks will be needed to match the perfaoaa
of microprocessors.

Thus, in this paper we address the disk energy consumptidn pr
lem by evaluating four approaches to solving it. The firstrapph,
calledldle, is to leverage the extensive work on laptop disks and
power disks down during periods of idleness. Unfortunatety
simple modeling of this approach demonstrates that netaemker
disks have extremely short idle times, even during periddig ot
load and with large main memory file caches. Short idle tine@s r
der this approach inappropriate, due to the high energy arfdrp
mance overheads of powering disks up and down.

The second approach is based on the observation that current
disks exhibit a variety of performance and energy conswonpti
characteristics. For instance, high-performance dishsuwme sig-



nificantly more energy than comparably-slow laptop disksie®
this disparity, the second approach considers the dirpeigcement

of each high-performance disk for lower performance, lopaver
disks. We refer to this as theeplace approach. Again, this ap-
proach does not work well, as we demonstrate using simple mod
eling, due to the relatively large number of lower power disé-
quired to achieve the same performance and reliability gntogs

of each high-performance disk.

The third and fourth approaches rely on the wide variations i
the intensity of the load offered to real network serverse Tiird
approach is to combine each high-performance disk with @jap
disk. We refer to this idea as th@ombined approach. At first,
this approach may sound counter-intuitive, given that nts&s
can effectively mean higher energy consumption. Howeveran
conserve energy by powering down the power-hungry diskawhe
their higher performance is not required, i.e. under lightl. Thus,
the Combined approach requires that we mirror high-peréoca
disks on laptop disks and dynamically switch between these t
sets of disks. During the switch, we have to update the sesk§d
being powered on to guarantee data coherence, before theseth
can be powered off.

Finally, the fourth approach is to use multi-speed diskshghat
each disk is slowed down for lower energy consumption dupigg
riods of light load. We refer to this approachMsilti-speed. Multi-
speed has two advantages over Combined: (1) in Multi-spibect
is no need to maintain two copies of data; and (2) the cost dfiMu
speed should be lower, since there is no need for two storageam
and motors. (Despite the more extensive hardware in Cordpine
its reliability can be made equivalent to that of Multi-sgeas we
discuss later.) However, Multi-speed has two disadvastage)
it suffers from the performance overhead of changing speeds
the critical path of disk accesses, whereas the equivalenheads
in Combined can be hidden; and (2) the low-performance dtisk i
Combined can be aggressively optimized for low power copsum
tion, whereas Multi-speed does not allow such flexibility.

Because in academia it is difficult to reason about disk mezuf
turing costs, pricing strategies, and market considargfibis pa-
per focuses solely on evaluating the different approaches in terms
of their energy and performance implications. Our results for Web
and proxy servers show that Combined can only provide rigiaitr
disk energy savings when servers are excessively oveispvoed,
which is probably not a realistic scenario for modern neknsar-
vers. In contrast, Multi-speed provides consistent benédit re-
alistic parameters. In particular, the disk energy savjgrgsiuced
by a two-speed disk range from 14%-23%, compared to a simi-
lar conventional disk, without any noticeable degradatioserver
performance. We expect the savings achievable by otheerserv
with similar variations in load to lie in between these extes.

Based on our results, we conclude that saving disk energy in
network servers is not a straightforward task. We have atetu
four different alternatives and only one of them (the Msjteed
approach) is consistently beneficial. The other three @mhes
depend on several parameters that are not commonly foung-in ¢
rent disks and/or network server workloads.

The remainder of this paper is organized as follow. The next
section discusses the motivations for our work in detailcti®as
3, 4, 5, and 6 detail the Idle, Replace, Combined, and Mpkiesl
approaches to disk energy conservation in network semespec-
tively. Section 7 describes the methodology and experisnesat
used to evaluate the Combined and Multi-speed approaclees. S
tion 8 discusses the related works. Finally, section 9 sunzes
our findings and concludes the paper.

2. MOTIVATION

Three main observations motivate our tackling of disk epéng
network servers and our approaches to conserving this engrp
the energy consumed by disks in well-provisioned networkess
is a significant fraction of the overall energy consumed leydér-
vers; (2) the wide disparity in performance and power corign
between current off-the-shelf disks; and (3) the wide Vamies in
the load offered to network servers over time. We next diseash
of these observations in turn.

2.1 Disk Energy in Network Servers

Due to the diversity of the network server equipment that eee s
in practice (and the fact that our own server hardware isrlglea
disk bandwidth-limited for certain network servers), deting
the fraction of the total energy of real network servers thabn-
sumed by the disk subsystem is not a trivial task. The disk en-
ergy consumption depends on the intensity of the load d@icetd
the servers, the effectiveness of the main memory cachdshan
number and type of disks used.

A modern high-performance network server typically cassis
of a powerful microprocessor, one or more network inteaead
several high-performance SCSI disks. Provisioning suchrees
often involves estimating the maximum CPU throughput fa th
expected workload and provisioning the I/O capacity adoofl.
Although we know of no published study of actual servers i th
field, we expect load peaks to reach somewhere between 80% and
90% of the maximum throughput deliverable by the CPU; lower
peaks would mean that the server is excessively over-pood,
whereas higher peaks would mean that the server would ndtiée a
to deal with even small unexpected increases in load.

Regardless of the level of over-provisioning, the netwaork i
terfaces should collectively be capable of transferrinta dd the
CPU’s maximum throughput. In terms of main memory size, when
the files requested exhibit high temporal locality, a mentwaghe
should generate a low miss rate (no more than 5%, say). Fdewor
loads without temporal locality, such as Web proxy workkad
large memories are almost useless; no reasonable cacheasize
achieve high hit rates. The set of disks should be capableref s
vicing the cache’s miss rate without performance degradato
that the microprocessor is not consistently under-utilizénd, of
course, the set of disks has to provide enough storage sphoéit
the server’s data.

We translate these observations into numbers using our ikn h
performance server, a 1.9 GHz Pentium 4-based server wiiKa 1
rpm SCSI disk and a 1 GBit/second network interface. Assum-
ing a common average Web request of 8 KBytes, our experiments
show that a Web server running on our system can service 4340
requests/second, when files are always found in the main memo
cache. Our experiments also show that our state-of-th&@8l
disk (an IBM Ultrastar 36215 15K-rpm disk) can deliver abai
MBytes/second for the workloads we consider.

For a memory cache miss rate of 5%, the disk subsystem of a
Web server would need to provide at least 1.7 MBytes/secbhid.
translates into a disk subsystem with two 15K-rpm SCSI disks
contrast, the disk subsystem of a proxy server would needao p
vide at least 31.2 MBytes/second, assuming 4340 requests/d
and a 10%hit rate in the memory cache (which is an optimistic
main memory hit rate assumption for proxies). This disk tigio
put would require 21 15K-rpm disks.

With these configurations and a few power measurements we
can compute the disk energy consumption of well-provisiomet-
work servers. According to our measurements, our fast SG&I d
consumes about 14 Watts when fully utilized, whereas thieafes



our server consumes about 90 Watts when fully utilized. ¢Rtf
the second column of table 1 for our fast SCSI disk’s main-char
acteristics.) This means that disk energy consumption irel w
provisioned Web server would account for 24% (28 Watts out of
118 Watts over time) of the overall energy consumed by theeser
whereas the disk energy consumption of the Web proxy would ac
count for 77% (294 Watts out of 384 Watts over time) of theltota
energy.

These simple calculations suggest ttiak energy is an impor-
tant issue for Web servers and a dominating concern for proxy
servers. Just as for proxies, disk energy should also be a domi-
nant effect for other data-intensive servers, such as dséalile,
or storage servers. Finally, as techniques that tackle Giltgg
[3, 9] and power supply losses [29, 28, 6] in servers staretajy
plied in practice, the disk fraction of the total energy aamgption
will be even more significant.

2.2 Characteristics of Current Disks

Current disks exhibit a wide variety of performance and gyer
characteristics. Table 1 compares the key parameters dhitee
IBM disks we study in this paper: the Ultrastar 36215 15K-rpm
SCSI disk [17], the Ultrastar 73LZX 10K-rpm SCSI disk [18hca
the Travelstar 40GNX 5400-rpm IDE laptop disk [19]. Through
out the paper we refer to the first disk on this list as our high-
performance SCSI disk.

Our two Ultrastar disks are very similar, except for theitaro
tional speeds and numbers of platters. These two charstateraf-
fect power consumption in different ways. In particular, lvedieve
that the differences in power consumption (in active anel stihtes)
between these two disks are due mostly to their differencetar
tional speed. The reason is that the series that these diksgato
both allow a maximum of 6 platters, so we assume that the kpind
motors are also similar, except for rotational speed. Euntore,
there are numerous examples of disk series (e.g., DesKEEXB
from IBM, and Cheetah 73LP and Barracuda 180 from Seagate)
where disks with different numbers of platters are rateti@same
idle power. The effect of the number of platters is most digant
on the energy and time overheads associated with spinngks di
up and down, as suggested by [11].

In contrast, a comparison between the extremes in perfarejan
the Ultrastar 36Z15 and the Travelstar 40GNX, shows thalaihe
top disk consumes only a fraction of the energy consumed &y th
Ultrastar disk. The power consumption of the Ultrastar disille
and standby states, for instance, is a factor of 10 higherttret of
the laptop disk. The time and energy overheads involvedaimsir
tioning states are a factor of at least 3 higher for the Ultiradisk.
However, the performance of laptop disks is also much iafetn
terms of internal bandwidth, for instance, the Ultrastakd$ about
twice as fast as the laptop disk.

These characteristics suggest that even a few laptop digks s
consume less power and energy than a single fast SCSI disk, Th
it might be appropriate to replace each SCSI disk of a serithr w
a few laptop disks, provided that some redundancy is alséeimp
mented to improve reliability. This observation motivates Re-
place and Combined approaches to disk energy conservation.

2.3 Network Server Workloads

The intensity of network server loads is known to vary widely
over periods of several minutes or hours (e.g., [1, 6]). Kan®le,
it is common for load peaks to occur in the late afternoon I t
US) of weekdays and load valleys to occur over night (in thg.US
It is also common for loads to be less intense during weekends
These trends are documented in several publicly availade W
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Figure 1: Server and disk throughputs for the Clarknet trace.

server traces, such as Clarknet [2], a trace of a commentiinet
service provider, and IBM [6], a trace of the main www.ibnmrco
site. These traces have peak:valley load ratios of 3:1 ahdrd:
spectively.

These ratios can be even higher for servers of sporting gvent
For instance, the site of the Nagano Winter Olympic Games had
peaks of 1800 requests/second, the 1998 Championshipsnat Wi
bledon had peaks of 2400 requests/second, and the 1998 Ququld
had peaks around 2800 requests/second. In all this trdmestio
between the maximum and minimum load is at least 10:1 [20].

We find that these trends in load offered to the server aréeri
for the disks as well. Figure 1 shows an example of this behnavi
The figure shows the server throughput (in requests/secamd)
the disk throughput (in blocks/second) of a Web server sgmyi
requests according to the Clarknet trace. (We have actetktize
trace in order to reproduce the behavior of busier serveusthér
details about our methodology are presented later.) Itésésting
to note that the disk throughput follows a similar trend @ dkerall
server throughput. More importantly, the ratio of load peakd
valleys is larger for the disk than for the server as a whole.

Given these trends in disk load and the low consumption of lap
top disks, it might be appropriate to switch between setsgli-h
performance and laptop disks according to the load offevatie
disk subsystem. This is the motivation for our proposal godys
of the Combined approach to disk energy conservation.

Furthermore, these load trends and the fact that simildsdis
(such as the Ultrastar disks of table 1) with different sgeeah-
sume substantially different power and energy suggestsptioa
ducing multi-speed disks would provide significant potalrtth con-
serve energy. This observation motivates the Multi-spggdaach
to conservation.

3. IDLE: EXPLOITING IDLENESS

Previous works (e.g., [21, 8, 16, 23, 22, 15, 26]) have pregos
several energy management techniques for laptop diskst dflos
them are based on powering disks down during periods ofédlen
since disk idle times are relatively long for the interaetivork-
loads of laptops. The amount of idle time needed to justiéydbst
of powering the disk down and up (on the next access) is ctiled
break-even threshold. In technical terms, the break-even threshold
is defined as the amount of time between two accesses for which
the energy consumed in idle state is the same as that of pwveri
the disk down to standby state immediately after the firsesgand
later powering the disk back up for the second access.

The Idle approach tries to leverage this energy conservigith-
nique in the context of network servers. For our server'sthig



Parameter IBM 36215 | IBM 73LZX | IBM 40GNX
Ultrastar Ultrastar Travelstar
(high perf) | (low perf) (laptop)
Standard interface SCsSI SCsi IDE
Capacity 18 GBytes | 18 GBytes | 20 GBytes
Number of platters 4 2 2
Rotations per minute 15000 10000 5400
Disk controller cache| 4 MBytes 4 MBytes 8 MBytes
Average seek time 3.4 msec 4.9 msec 12 msec
Average rotationtimg 2 msec 3 msec 5.5 msec
Internal transfer rate | 55 MB/sec | 53 MB/sec | 25 MB/sec
Power (active) 135W 95W 3.0wW
Power (idle) 10.2W 6.0 W 0.82W
Power (standby) 25W 1.4W 0.25W
Energy (spin down) 13.0J 10.0J 0.4
Time (spin down) 1.5sec 1.7 sec 0.5sec
Energy (spin up) 135.0J 97.9J 8.7J
Time (spin up) 10.9 sec 10.1 sec 3.5sec

Table 1: Main characteristics of two SCSI disks and an IDE lapop disk, according to IBM’s manuals and our own power measue-
ments. Time (and energy) to spin up or down considers the mimium interval between stable power readings before and aftethe

transitions.

performance SCSI disk, the break-even threshold is 15@nsis¢

produced. If a certain capacity has been reached by SCS bligk

according to the energies and times defined in table 1. The key not by laptop disks, all we have to do is wait a few months fer th

question is whether network server disks see this muchiidie t

Let us consider this question in the context of our own 1.9 GHz
Pentium 4-based system running a Web server, under ogtimist
assumptions. Again, our server can service 4340 8-KByte i&/eb
quests/second when all requests are served from main meAgry
suming that load peaks reach only 50% of this maximum threugh
put and that load valleys are a factor of 10 less intense than t
peaks, this means that a memory cache miss rate that is lbarer t
0.03% is needed for the average idle time of 15.2 seconds. i hi
a very small miss rate even for a server with a large memoryecac

Given these negative results, there is no point in repedatiisg
exercise for proxy servers. Proxy server disks are much highdy
utilized than Web server disks, due to the inability of meynca-
ches to filter a non-trivial fraction of the requests direlde prox-
ies.

In summary, the Idle approach to disk energy conservation is
clearly not appropriate for network servers. Under mostorable
scenarios, the gains (if there are any) will be insignificale to
the lack of idleness in the disk subsystem. For example ) ioual
experiments no idle period lasted longer than 15.2 secohialss,
we do not pursue this approach further.

4. REPLACE: EXPLOITING LOWER POW-
ER DISKS

Another potential approach to conserving disk energy inagk
servers is to simply replace each high-performance disk wiiie
or more lower power disks. Such a replacement obviously avoul
have to guarantee the same amount of storage, performamte, a
reliability as those achieved with the high-performancsksli We
next reason about this approach using the disks describiatlnl
as an example.

In terms of storage capacity, most current high-perforraé8€ Sl
disks could potentially be replaced 1-to-1 by lower perfance
SCSI disks or even laptop disks. In fact, only the largest fairly
uncommon) of SCSI disks would not have a same-size laptap-cou
terpart. In addition, storage capacity has consistentintze“mov-
ing target”, given the pace with which new disk generatiores a

next-generation laptop disk.

In terms of performance, it is not as easy to determine the-num
ber of lower power disks required for each high-performadisk.
Considering access latency first, no number of lower powsksdi
can provide the same disk latency as a high-performance Nisk
ertheless, latency is not the key performance issue for arktw
servers, throughput (bandwidth) is, since server latsnmie often
overwhelmed by wide-area network trips.

The average service time (occupancy) of a disk request is de-
fined asn = avg_seek_time+avg_rotation_time+req_size/t,
wheret is the internal transfer rate. Thus, we can also define the
maximum throughput of a disk &8q_size/m. Using these formu-
las and the values listed in table 1, it becomes clear thahat two
lower power SCSI disks would be required to match the thrpugh
of each high-performance disk. At this 1-to-2 ratio, eneggins
would be impossible, since our high-performance disk coresu
less than twice the energy of the lower power SCSI. Nevertisel
replacing the high-performance disk for laptop disks i atpos-
sibility.

Figure 2 shows the maximum throughput achievable by ourhigh
performance disk (“HP”) and several sets of our laptop di4kg"),
as a function of the average request size. The results faetseof
laptop disks assume perfect load balancing conditions. figlee
shows that the disk subsystem would need three laptop dexks p
high-performance disk, in order to offer almost exactly siaene
throughput under perfect load balancing.

So far, it seems that three laptop disks should be enough to re
place each high-performance disk in terms of both storagaaity
and throughput. However, for reliability not to be compreed ex-
cessively, some form of redundancy has to be implementetieon t
laptop disks. Mirroring (RAID 1) or RAID 5, for example, call
be used. But, to compensate for the disk bandwidth consumed b
duplicated writes or stripe updates, an extra disk (at)eestld be
required. Thus, for the system to achieve the same storg@ge-ca
ity and throughput of the original server, and a reasonael lof
reliability, we would need at least four laptop disks for ledigh-
performance disk.
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Figure 2: Maximum disk subsystem throughput under perfect
load balancing. HP = high performance, LT = laptop.

Unfortunately, given the data of table 1, this would not becdp
itable replacement in terms of energy consumption, sineedtio
of power consumption between high-performance and lapgksd
is also approximately four. Although we do not discuss this,
have found that a similar analysis would also be unfavorabte-
placing high-performance disks with desktop IDE disks. ;iwe
do not pursue this approach further.

5. COMBINED: EXPLOITING OFFERED
LOAD VARIATIONS

In Combined, the idea is to associate each high-performdiske
with a lower power disk, called a secondary disk. The diskaikh
have the same size and mirror each other. The goal is therefo ke
only one of the mirrors up at each point in time, accordingn® t
load imposed on the disk subsystem; during periods of higt,lo
only the high-performance disks are powered on, whereasglur
low load only the lower power disks are powered on. For a short
period during the switch from one set of disks to the otheth lsets
of disks remain powered on, so that the set coming up can be mad
coherent. Coherence actions are only necessary for théagithat
occurred while the set of disks coming up was powered off.

Given that in Combined the two disks consume energy all the
time (even when in standby state), using a lower power SGEI di
as the secondary disk would leave little margin for energynss.
Thus, we only consider laptop disks as the secondary disks.

Even though these types of disks exhibit significantly loper
formance than our high-performance SCSI disk, this is nabap
lem. The reason is that the secondary disk is only on wherottk |
is low, so high throughput is not necessary. Data religbititnot
a major issue either, since we always keep a mirror (old chpy p
log of recent updates) of the data set that is currently ectiow-
ever, the manageability of the disk subsystem does worsental
the larger number of disks.

Implementation. To implement the Combined approach, we de-
signed a module for Linux that allows the creation of muttipir-
tual devices; each virtual device is mapped to a pair of diSke
module has three key components: (1) a translation tableiper
tual device that specifies which physical disk drive to useach
access; (2) a kernel thread that selects which disk to usendéemy
on the load on the disk subsystem; and (3) a bitmap per disk; sp
ifying all the blocks that have been written since the diskthe
corresponding virtual device were last made coherent. Foity
the rest of this description assumes a single virtual device

Figure 3 shows the architecture of the Linux kernel after our
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Figure 3: Linux implementation of the Combined approach.

module has been inserted. Because our module is inserted at a
low level, all disk traffic (including metadata accessesyisble

to it. To simplify and optimize our implementation, the méslin-
tercepts all calls to the_tw_block() kernel routine. This routine

is the lowest-level device-independent routine used bybtiféer
cache to satisfy a disk block miss. For every interceptel] ta
module simply changes the mapping from the virtual deviaa-nu

ber to a physical one, according to the translation table.

The translation table is maintained by the kernel threadis Th
thread monitors the load on the disks and applies an Expafignt
Weighted Moving Average (EWMA) filter to the measure of the
load offered to these disks. Our EWMA filter usescaaf 0.875 in
order to smooth out the bursty disk load, as suggested in_f&d
observations occur every 5 seconds. The filter tries to phiriex-
traneous load spikes by disregarding a load observatidiisthere
than twice as high/low as the previous observation. After first
disregarded spike, the filter does take new high/low obsiens
into account. Based on the output of the filter, the kernedatir
chooses the disk that should service the offered load, addtep
the corresponding translation table entry.

A switch between the disks involves updating any blocks that
have been written since the disk being brought up was lasteact
To keep track of which blocks are written, our module impletse
a bitmap of dirty blocks per disk. Only one bitmap is activeaat
time, except during coherence maintenance. A bitmap asssci
a single bit with each 4-KByte block of disk storage (this mea
32K-fold reduction in storage requirements, e.g. a 32-@Rijsk
only requires 1 MByte for its bitmap). A bit is set in a bitmapen
an intercepted lrw_block() call produces a disk write. Every time
a block is written, the corresponding bit is set in the cuttyesctive
bitmap. The dirty blocks themselves are not stored sepgpriate
main memory. When disks have to be made coherent, the dirty
blocks are read from the buffer cache. If they can still benfbu
there, no actual disk reads are performed. Coherencedettidk
writes are performed directly to the corresponding disks.

As mentioned above, both bitmaps are active during the eoher
ence procedure. The reason is that we want the coherence-proc
dure to be executed in the background of regular server seseso
it is important for as many requests as possible to be senyéeb
high-performance disk to avoid performance degradatiourirg
the coherence procedure, disk reads and writes are treified d
ently. Disk writes use the high-performance bitmap only.skDi
reads first check the laptop bitmap. If the correspondingstset
there, the block is read from the laptop disk. Otherwise hilgé-
performance disk is read. Because the kernel thread ruraicon
rently with regular file accesses, access to the bitmapichsy-



nized with a lock. After the bitmap of the currently activeklhas
been cleared, the switch between the disks can happen.

Finally, note that using bitmaps to keep track of dirty bietlas
two interesting characteristics: (1) a disk block that hesrbwrit-
ten by the server more than once is updated only once; ant€?2) t
kernel thread can update the dirty blocks sequentiallyethede-
creasing seek and rotational latencies.

6. MULTI-SPEED: EXPLOITING OFFER-
ED LOAD VARIATIONS

7. EXPERIMENTAL EVALUATION
7.1 Methodology

We use a 1.9 GHz Pentium 4-based machine running Linux (ker-
nel 2.4.18) as our network server hardware. The server also i
cludes 512 MBytes of memory, the SCSI Ultrastar 36215 dis, t
SCSI Ultrastar 73LZX disk (when evaluating Multi-speedig tap-
top Travelstar 40GNX disk (when evaluating Combined), ati-a
gabit Ethernet network interface.

For both Combined and Multi-speed, by default our kernel-mod
ule switches to the lower performance SCSI disk when the of-

The data about our very similar SCSI disks in table 1 suggests fered disk load falls below 80% of the maximum bandwidth of

that it is possible to conserve energy by changing disk spésett
power and energy consumptions) according to offered load; t
higher the load, the higher the speed. This approach doe®not
quire multiple disks, coherence, or special care aboudliiiy or
manageability. However, the concern here is that changsssead
should certainly involve performance and energy overheads
Our study of Multi-speed seeks to assess the potential-tisle
and benefits of these multi-speed disks. In particular, wdysa

the lower performance disk; when the load increases beytisd t
same threshold, the module switches back to the high-pedoce
SCSI disk. We also consider a 90% load threshold. When evalu-
ating Multi-speed, we assume each speed change to costridseco
and 68 Joules in performance and energy, respectively, fayite
These values correspond to half of the cost of spinning uph@l
way from standby state, when the spindle motor is off) ouhhig
performance disk. These are pessimistic estimates of gtesach

two-speed disk that has the performance, power, and energy prop- transitions would have for a real two-speed disk. We studyeth

erties of our SCSI disks. The disk controller maintains iinfa-
tion about the disk load (smoothing and filtering it using saene

fect of these two parameters as well.
A 667 MHz Pentium lll-based machine generates load for the

scheme as the kernel thread in Combined) and decides to €hang Server according to real workload traces. We run two typeseof
speeds based on a comparison between its measure of load and work servers on the server hardware: a Web server called BRES

pre-definedswitching threshold. We discuss using more sophisti-
cated threshold approaches at the end of section 7.

[4] and a simplified proxy server. The trace for the Web server
comes from Clarknet, a commercial Internet service prayiaied
was collected for a week from 09/04/95 to 09/10/95. The trace

Emulation. Because multi-speed disks are not available in the mar- involves only 34K different files that occupy approximate§0

ket, at least as far as we know, we perform our study using emu-

MBytes of disk space. The requested files have an averag® of 9.

lation. The emulation keeps our two SCSI disks powered on all KBytes. The trace is basically comprised of reads, althatingh

the time, but directs read accesses to them according to |wedl
that is higher than the switching threshold is handled byl®i¢-
rpm disk, whereas load that is lower is handled by the 10K-rpm
disk. All write accesses are immediately directed to bogksli

so there is no need for bitmaps or coherence-maintenanmper
The emulation also assigns performance and energy cosketo t
speed transitions. With independent information abouh ehsk
and about the offered load, the emulation determines th®mper

update of the filesystem metadata produces 7% of write a&sess
Because this trace is small by today’s standards, we bocettver
with only 160 MBytes of memory to achieve a memory cache miss
rate of 3.6%.

The proxy server trace comes from the Hummingbird project at
AT&T and was collected on 06/25/98. We have preprocessed the
original trace to eliminate non-cacheable and incomplefRi &)

The trace has 440K different URLs with a footprint of approxi

mance and energy consumption of our emulated two-speed disk mately 4.9 GBytes. The requested files have an average size of
For example, when the disk speed is supposed to be low, we use8.3 KBytes and produce a 43% proxy miss rate. Each proxy hit

the data for the lower performance disk and disregard the fdat
the fastest disk.

To accomplish this emulation, we use a simplification of the i
frastructure used in Combined. More specifically, we agae a
kernel module to intercept disk accesses and a translatiea to
determine which disk to access at each point in time. Thedspee
transition delay is emulated by preventing any accesseisidat
the corresponding period of time. The energy cost of traomstis
adjusted after the emulation is over. For each transiticn,add
the difference between the desired energy cost and theyeakrg
ready spent during the emulation, i.e. the energy of keefling
high-performance disk idle for the transition delay.

We believe our emulation approach to be more precise thamsim
lation or analytical modeling, because we actually experitwvith
real network server traces, software, hardware, and perfeal
power measurements. In fact, note that having a separate aac
the controller of each SCSI disk doeat affect the accuracy of our
emulation of the two-speed disk. The reason is that the ngchi
done at the (very large) application and/or operating systaches
eliminates any potential temporal locality in the accessése (rel-
atively small) controller cache. We had already observedetfiect
in [5].

causes a read operation, whereas a miss is reproduced byea wri
followed by a read. The workload has a large fraction of diskes
(30%). We boot the server machine with the full main memory fo
the proxy experiments, but the byte hit rate in the memorpeas
only 4%.

We accelerate the traces to reach 80% and 90% of the maximum
performance of the servers. These are the extremes of the odn
utilizations we consider appropriate for network serv€ar Web
server is able to service up to 2520 requests/second forlénkr@t
trace with the 160 MBytes of main memory. The proxy server can
service up to 335 requests/second for the Hummingbird trace

Note that our server hardware is clearly disk bandwidtlitéoh
compared to the well-provisioned servers discussed inose2tl.
However, our results should be the same for well-provisioser-
vers as well, assuming the scaling of the server loads, siece
determine the achievable savings on a per disk basis.

For power measurements, we use a multimeter that moniters th
5V and 12V lines powering the disks. Periodically, the nméter
sends power information to another computer, which stdresa
log for later use. Due to limitations of our multimeter, thé &nd
12V lines cannot be monitored at the same time. So, each Com-
bined experiment has to be run twice. For each Multi-speadam
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Figure 4: Server and disk throughputs for the Clarknet trace.
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Figure 6: Server and disk throughputs for the Clarknet trace.
Peaks of 50% utilization.

tion, two extra runs are required to isolate the consumpifaach
disk. The logs produced in these runs are later “synchrdhize

7.2 Evaluating Combined

Web server. We start our experimental evaluation with the Web
server results. Figure 4 shows the server and disk througlipu
the Clarknet trace for server load peaks of 80% of our sesveax-
imum throughput. (Figure 4 is the same as figure 1 but is repeat
here for clarity.) The figure shows the expected behavianeta
an alternation of load peaks and valleys with lighter loaus/eek-
ends. The disk loads follow the same trend, but are moreyburst
Figure 5 depicts the power consumption of our Web servesdisk
for Clarknet, again when server load peaks reach 80% of the ma
imum achievable throughput. The figure shows results foadi-tr
tional server system with our high-performance disk and enCo
bined server system with our two disks. The disk energy aoesu
by the server is equivalent to the area below the two poweresur
This figure clearly shows that the Combined system is notldapa
of conserving much energy under high load. During most of thi
experiment, the disk load is higher than the bandwidth ofidipe
top disk, preventing any gains; the high-performance diak anly
turned off 4 times. The Combined system is able to conseriye on
1% of the disk energy consumed by a traditional server inekis
periment. In addition, we find the CPU energy spent in colmren
maintenance to be minimal, compared to the overall diskggner
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Figure 5: Power consumption of traditional and Combined
systems for the Clarknet trace. Peaks of 80% utilization.
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Figure 7: Power consumption of traditional and Combined
systems for the Clarknet trace. Peaks of 50% utilization.

Proxy server. Our proxy server delivered similarly negative re-
sults, so we do not show the corresponding figures. Whendhe tr
is accelerated to generate load peaks of 80% of the maximomy pr
throughput, the Combined system cannot conserve any erngy
reason is that the load on the disk subsystem is high thraigho
most of the experiment and the number of disk blocks that aite w
ten is quite large. Towards the end of the experiment, whedigk
load finally subsides, the laptop disk is brought up-to-dater a
small period of time. Overall, we find that the Combined syste
consumes slightly (2%) more disk energy than the traditiona.
The relatively small amount of CPU energy consumed by coher-
ence maintenance makes this result slightly worse.

Discussion.These results for the Combined approach suggest that
disk energy savings are not achievable for realistic séoaats. We
also performed a few experiments to determine how undéredi
the servers would have to be for the Combined approach tesdcc
We find that, when servers exhibit load peaks of only 50% df the
maximum throughput, the achievable disk energy gains r&ééh
for Web proxies and 41% for Web servers. Figures 6 and 7 show
the results for the Web server at this level of utilizatiorett®r re-
sults can probably be achieved, but only for servers that evare
over-provisioned or that exhibit even more significant aoins in
offered load.

We also considered the effect of using a desktop disk, raitiaer
alaptop disk, as the secondary disk in the Combined appréach
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Figure 8: Power consumption of traditional and two-speed sy-
tems for the Clarknet trace. Peaks of 80% utilization.

filing the IBM Deskstar 120GXP disk we found that it consumes
7.5, 4.5, and 1 Watts in active, idle, and standby stateperes
tively. These consumptions are roughly a factor of two lothan
that of our high-performance SCSI disk. The performanciedif
ence between these disks is also a factor of two. Given these p
rameters, the desktop disk has the potential to conserve erer
ergy than the laptop disk for intermediate disk loads, i.eadk
that are higher than the laptop disk can handle, but not dsthag
the high-performance disk would be absolutely necessanjort
tunately, neither of our traces exhibits long durationshf type of
disk load, so the desktop disk always conserves less erfeag)yits
laptop counterpart. For example, for the Web server runmiitiy
load peaks of 50%, the Combined approach saves 26% diskyenerg
when our desktop disk is used as the lower power disk.

In summary, we find that the Combined approach, although in-
teresting, only works well for a range of parameters that weat
consider very realistic for network servers. The main rad®o
its inability to conserve energy is that realistic disk decs are
almost always higher than desktop and laptop disks canesftigi
deal with.

7.3 Evaluating Multi-speed

Web server. We start our evaluation of the Multi-speed system by
considering the Web server. Figure 8 depicts the power copsu
tion of our Web server disk for Clarknet when server load peak
reach 80% of the maximum throughput. The figure shows results
for a traditional server with a high-performance disk anciaver
with our two-speed disk. In the Multi-speed experiments,use
the default switching threshold of 80% of the disk bandwaltfow
speed. We also assume the default 5-second delay.

The results in the figure show that the server with a conveatio
high-performance disk consumes 14.8 KJ of disk energy an thi
workload. The Multi-speed results show that the two-speek d
switches to 15K rpm only three times during the whole experitn
After we adjust the energy statistics according to the defi+J
energy cost for each speed transition, we find that our tveedp
disk consumes 11.6 KJ of disk energy, leading to a saving2%f. 2

Figure 9 depicts the power consumption of our Web server, disk
when its load peaks reach 90% of the maximum achievableghrou
put. All parameters are set to their default values. In thiseg the
disk switches to high speed five times during the experiment,
sulting in a total disk energy savings of 16%.
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Figure 9: Power consumption of traditional and two-speed sg-
tems for the Clarknet trace. Peaks of 90% utilization.
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Figure 10: Server throughput for the Clarknet trace with the
two-speed disk. Peaks of 80% utilization.

transitions. Figure 10 shows the profile of the load offeethe
server for peaks of 80% utilization, as well as the Multieqe
server throughput for the same workload. The figure assuhees t
default 5-second delay for transitions.

Itis interesting to observe that the curves are very sirttaugh
throughput does drop significantly during speed transstiddev-
ertheless, performance degradation is minimal. The pgidtbw
throughput reduce the overall number of requests servetksse
fully by only 3%, with respect to the conventional system.isTh
degradation would be even smaller, if we considered noer-acc
lerated traces. In this case, speed transitions would catconost
2 or 4 times in a day. In contrast, our accelerated Clarkaeetr
produces 6 speed transitions in just 22 minutes.

To understand the effect of the disk design parameters, wie ne
evaluate Multi-speed with a higher threshold (90% of th& band-
width at low speed) for switching between speeds with akpffa-
rameters at their default values. For this threshold, tek ehergy
savings for our Web server are 22 and 21% for load peaks of 80
and 90% of the maximum achievable throughput, respectiveéy
do not consider switching thresholds lower than 80% of ttek di
bandwidth at low speed, because 80% is a low enough threshold
that no performance degradation is observed.

We have also varied the energy overhead of each transition be

These energy results are positive. However, we also need totween 50 J and 86 J, for 80 and 90% load peaks, keeping all other

make sure that server performance does not suffer due ta spee

parameters at their default values. The overall disk ensagings



Server| Load | Switching| Energy Energy Energy Savings
Peak | Threshold| Overhead| Traditional | Multi-speed
Web 80% 80% 68J 14785 115757 22%
Web 90% 80% 68 J 13157 J 11088 J 16%
Web 80% 90% 68J 14785 11467 J 22%
Web 90% 90% 68 J 13157 J 10388 J 21%
Web 80% 80% 50J 14785 11467 J 22%
Web 90% 80% 50J 13157 J 10908 J 17%
Web 80% 90% 50J 14785 11359 J 23%
Web 90% 90% 50J 131573 10280 J 22%
Web 80% 80% 86J 14785 J 11683 J 21%
Web 90% 80% 86J 131573 11268 J 14%
Web 80% 90% 86J 14785 J 115757 22%
Web 90% 90% 86J 131573 10496 J 20%
Proxy | 80% 80% 68J 62762 J 51866 J 17%
Proxy | 90% 80% 68J 56263 J 47598 J 15%
Proxy | 80% 90% 68 J 62762 J 50080 J 20%
Proxy | 90% 90% 68J 56263 J 46272 J 18%
Proxy | 80% 80% 50J 62762 J 51758 J 18%
Proxy | 90% 80% 50J 56263 J 47454 ] 16%
Proxy | 80% 90% 50J 62762 J 50008 J 20%
Proxy | 90% 90% 50J 56263 J 46164 J 18%
Proxy | 80% 80% 86J 62762 J 51974 17%
Proxy | 90% 80% 86J 56263 J 47742 J 15%
Proxy | 80% 90% 86J 62762 J 50152 J 20%
Proxy | 90% 90% 86J 56263 J 46380 J 18%

Table 2: Disk energy consumed by each

server and combinatiaof parameters.

Server| Switching Delay| Throughput Degradatiof
Web 5 secs 3%
Web 1sec 1%
Web 10 secs 6%
Proxy 5 secs 1%
Proxy 1sec 0%
Proxy 10 secs 2%

Table 3: Throughput degradation for each server and switchng delay.

remain roughly unaltered throughout this spectrum, as altres
the small number of transitions in our experiments. We danat
sider other values for the switching cost because they seeeal
istic. In any case, our results suggest that such energyg emstld
have to be very high, even higher than our pessimistic assonsp
for the Multi-speed savings to suffer significantly.

Finally, in order to understand the effect of the switchirdag
on the performance of our Web server, we varied this paramete
from 1 to 10 seconds, for 80 and 90% load peaks, keeping at oth
parameters at their default values. For a delay of 1 sechadver-
all number of served requests is reduced by only 1% with a&spe
to the system that uses a conventional high-performande dfis
the switching delay is as high as 10 seconds, the overall auntb

proxy trace for server load peaks of 80% of the server's marim
throughput. Note that the shape of the curves is differean that
for Clarknet because we only replay one day (a Thursday)ef th
Hummingbird trace; running the whole week would have taken e
cessively long, as we cannot significantly accelerate thiset

Figure 12 depicts the power consumption of our proxy disk for
80% load peaks. The figure shows results for a traditionaleser
with a high-performance disk and a server system with our two
speed disk. All parameters are set to their default valués. fip-
ure shows that the conventional system consumes 62.8 K3lof di
energy on this workload. It also shows that the Multi-spegdesn
only switches to 15K rpm three times. Adjusting the energthef
Multi-speed system, we find that it consumes 51.9 KJ for a disk

served requests can be reduced by up to 6%. Again, this numberenergy savings of 17%.

should be smaller when non-accelerated traces are coedider
creasing the switching delay further is clearly not reabtmasince
it would become higher than the delay to spin the high-peréorce
disk up.

Figure 13 depicts the power consumption of our proxy when the
server load peaks reach 90% of the maximum achievable throug
put. Again, all parameters are set to their default valuée. figure
shows that the two-speed disk switches to high speed fouastim

The top part of tables 2 and 3 summarize the energy and perfor-during the whole experiment, resulting in a total disk eyesgv-

mance results of our Web server experiments.

Proxy server. Our proxy server delivers similar results. Figure

ings of 15%.
In terms of server performance, figure 14 shows the profilbef t
offered load and the Multi-speed server throughput for tfexy

11 shows the profile of the server and disk throughputs for the ;5ce at 80% load peaks. Due to the 5-second switching dilay,
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overall number of served requests is reduced by less thanifl% w In terms of the disk design parameters, the switching tiolesh
respect to a system that uses a conventional high perfoerdisk. is the most important one. Changing this threshold from 8084
Note that the periods of low throughput are not visible is figure of the disk bandwidth at low speed allows for increases ik dis
because of the coarse grain resolution used for the x-axis. energy savings of up to 6% (for our Web server). The effechef t

The effect of the disk design parameters on the proxy resialss energy cost of speed transitions is very small, given thahghs
similar to those of the Web server. When we change the switch- in load trends occur relatively infrequently, even for decated
ing threshold to 90% of the disk bandwidth at low speed, tls& di  workloads. Finally, the delay caused by speed transiti@ss ah
energy savings of the Multi-speed system become 20 and 18%limited effect on overall server throughout. We had to setdblay
for server load peaks of 80 and 90% of the maximum achievable at an almost unreasonable 10 seconds for it to have a naaktriv

throughput, respectively. The effect of varying the enexrgst of impact on throughput (for our Web server).

transitions from 50 to 86 J is again very small. Finally, thent We also considered more sophisticated schemes for thehswitc

sition delay only affects performance for delays as highGaset- ing threshold. In particular, we considered using two shiitg

onds. Still, the throughput degradation in this case is @ty thresholds to guarantee stability, i.e. to avoid speed gbmthat
The bottom part of tables 2 and 3 summarize the energy and are triggered by slight variations in disk load. We could, éa-

performance results of our proxy server experiments. ample, switch to low speed when the disk load is below 80% of

. ) ) ) the disk bandwidth at low speed and switch back to high speed
Discussion.These results suggest that disk energy savings around,yhen the load reaches 90% of that bandwidth. We did not imple-

20% are feasible, even for servers with high load peaks and un ment this scheme for three reasons: (1) we already applythingo
der pessimistic speed transition overheads. Lower pealsloan and filtering of disk load information; (2) our accelerateates do
improve these gains, reaching 30% for Web servers and 24% for ot cause instability; and (3) given all our other resultss clear
proxy servers when peaks of at most 70% of the maximum achiev- {hat the energy gains of this more sophisticated schemedvill

able throughput are expected. Even better results can igyoba be around 20%. In any case, a two-threshold scheme would be
achieved, but only for servers that are excessively ovevigioned straightforward to implement.
or that exhibit even more significant variations in offeredd. We In summary, our base results and parameter space studyssugge

did not consider these scenarios as they do not seem to @8pres inat the two-speed disk performs well in a wide range of stesa
the common cases out in the field.



8. RELATED WORK

We are only aware of four other works on disk energy conserva-

tion for servers [12, 11, 7, 27]. Using simulation, Gururhuet
al. [12] considered the effect of different RAID parameters loa t
performance and energy consumption of database serversigun
transaction processing workloads. They also observedttisatot
possible to exploit idleness in this context. Recently, @Guuirthiet

al. [11] studied multi-speed disks. Using simulation and sgtith
workloads, they showed that multi-speed disks can provigegy
savings of up to 60%. Colarelli and Grunwald [7] simulateskdi
array energy optimizations for scientific workloads. Theibédea
is to use “cache disks” to cache active files/blocks, allgnather
disks to be spun down. We have studied a different disk amay e
ergy optimization for file servers: a popularity-based ritisition
of file data across the disk array [27]. The idea is to conetathe
most popular data in a subset of the disks, so that the otkks di
can become idle longer and more often. Using a validatedlaimu
tor, we compared our strategy with that of Colarelli and Gvalal
for a wide range of workload and server parameters.

This paper differs from these studies in that we considevort
server systems using real software, hardware (to the epteysi-
ble), and power, energy, and performance measurementactin f
we have previously illustrated the importance of perforgnieal
power and energy measurements with disks [14], rather thign r
ing on their often-inaccurate data sheets. Furthermoreyotk on
multi-speed disks differs from [11] mainly in that: (1) ouolizy
for switching speeds is based on disk throughput, sinceitimout
is usually a more important metric than response time fonort
servers; (2) we considered busier systems, with averaderelis
quest inter-arrival times between 1 and 7 milliseconds s, dnd
thus found lower energy gains; and (3) we only considered two
speed disks with simple control, since such disks can pigtzb
manufactured right now without incurring high additionabts.

In addition, the Combined approach has not been addressed be

fore. Perhaps the closest related work to Combined is th@atsen
and Morrow [25], who studied the benefits of offloading simple
repetitive tasks from a general-purpose, high-perforraanero-
processor to a lower performance, lower power micropraress
Although their idea has a similar flavor, their schedulingnairk

for the processors was based on pre-determined charticeen$
the processes, rather than on system load. As a resultircerta
sues, such as dynamic load balancing, data sharing andecwieer
did not have to be dealt with in practice. In fact, their stdéty not
involve a real implementation, focusing solely on modeling

9. CONCLUSIONS

In this paper, we showed that two-speed disks can achieve sub

stantial energy savings without performance degradationet-
work servers. Our results suggest that this technique dhioel
carefully considered by disk manufacturers, as they mayt wan
produce these disks for the high-end server market. The key-q
tion is whether manufacturers can produce multi-speedsdisth
acceptable reliability in practice. The other techniques stud-
ied cannot provide any disk energy savings under realistiwork
server workload assumptions.
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