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Figure 1: The hyperbolic structure and real projective structure of a genus two closed surface. From left to right, the
original surface with a set of canonical fundamental group basis; the isometric embedding of its universal covering space in
the Poincaré disk with the hyperbolic uniformization metric; the isometric embedding in the Klein disk which induces the
real projective structure; the isometric embedding in the Poincaré disk, where the boundaries of fundamental domains are

straightened to hyperbolic lines.

Abstract

Geometric structures are natural structures of surfaces, which
enable different geometries to be defined on the surfaces. Al-
gorithms designed for planar domains based on a specific ge-
ometry can be systematically generalized to surface domains
via the corresponding geometric structure. For example, polar
form splines with planar domains are based on affine invari-
ants. Polar form splines can be generalized to manifold splines
on the surfaces which admit affine structures and are equipped
with affine geometries.

Surfaces with negative Euler characteristic numbers admit hy-
perbolic structures and allow hyperbolic geometry. All sur-
faces admit real projective structures and are equipped with
real projective geometry. Because of their general existence,
both hyperbolic structures and real projective structures have
the potential to replace the role of affine structures in defining
manifold splines.

This paper introduces theoretically rigorous and practically
simple algorithms to compute hyperbolic structures and real
projective structures for general surfaces. The method is based
on a novel geometric tool - discrete variational Ricci flow.
Any metric surface admits a special uniformization metric,
which is conformal to its original metric and induces constant
curvature. Ricci flow is an efficient method to calculate the
uniformization metric, which determines the hyperbolic struc-
ture and real projective structure.

The algorithms have been verified on real surfaces scanned
from sculptures. The method is efficient and robust in prac-
tice. To the best of our knowledge, this is the first work of
introducing algorithms based on Ricci flow to compute hyper-
bolic structure and real projective structure.

*e-mail: mjin@cs.sunysb.edu
fe-mail:fluo @math.rutgers.edu
fe-mail:gu@cs.sunysb.edu

More importantly, this work introduces the framework of gen-
eral geometric structures, which enable different geometries to
be defined on manifolds and lay down the theoretical founda-
tion for many important applications in geometric modeling.

CR Categories: 1.3.5 [Computer Graphics]: Computational
Geometry and Object Modeling—Geometric algorithms;
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Real Projective Structure, Hyperbolic geometry, Real Projec-
tive Geometry, Affine Geometry, Ricci Flow, Riemann Uni-
formization

1 Introduction

According to Felix Klein’s Erlanger program, a geometry is
the study of properties of a space X invariant under a group
G of transformations of X. For example, planar Euclidean
geometry is the geometry of 2-dimensional Euclidean space
R? invariant under rigid motions (translations, rotations). The
central invariant is the distance between any two points. Planar
affine geometry studies the invariants of the plane under affine
transformations (non singular linear maps), where the invari-
ants are parallelism, barycentric coordinates. Real projective
geometry on real projective space RP? studies the invariants
under projective transformation (linear rational maps), where
the cross ratio is the central invariant.
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Figure 2: A genus two surface with a set of canonical fun-
damental group generators {ay,by,az,by} is on the left. A
finite portion of its universial covering space is shown on the
right. Different fundamental domains are colored differently.
The boundary of each fundamental domain is the preimage of
alblal_]bl_lazbzaz_lbz_l. {po,p1,p2} are preimages of p.

Most algorithms in geometric modeling, computational geom-
etry and computer graphics are constructed on planar spaces,
in which different algorithms are based on different geome-
tries. For example, planar Delaunay triangulation uses Eu-
clidean geometry, and the distances among points play the
central role; Splines with planar domains based on polar forms
use affine geometry, and barycentric coordinates play central
roles. The fundamental task of geometric modeling is to study
shapes, therefore it is highly desirable to find a systematic
way to generalize the conventional mature planar construc-
tions onto the surfaces. Hence, we need a solid theoretical
tool to define different geometries on surfaces.

Geometric structures are natural surface structures, which en-
able different geometries to be defined on surfaces coherently
and allow general planar algorithmic constructions to be gen-
eralized onto surfaces directly.

1.1 Geometric Structures

Surfaces are manifolds, where no global coordinates exist in
general. Instead, a manifold M is covered by a set of open
sets {Ug }. Each Uy can be parameterized by a local coordi-
nate system and a map ¢, : Uy — R? maps Ug to its parameter
domain. (Ug, ¢q) is a local chart for the manifold M. A partic-
ular point p may be covered by two local coordinate systems
(Ua; §a) and (Ug, @p). The transformation of the local coor-
dinates of p in (Ug, ¢a) to those in (Ug, ¢g) is formulated as
the chart transition map ¢qg = ¢g © 95 1. All the charts form

an atlas {(Ug, 9o }-

If all chart transition maps are rigid motions on R?, then we
can discuss the concepts of angle, distance, and parallelism
on the surface locally. These geometric measurements can be
calculated on one chart, but the results are independent of the
choice of the chart. Namely, we can define Euclidean geome-
try on the surface. Similarly, if all transition maps are affine,
then we can define parallelism and midpoint of a line segment
on the surface. If all transition maps belong to a particular
transformation group of R2, we can define the corresponding
geometry on the surface. We say a surface M has a (X,G)
structure, where X is a topological space, G is a subgroup of
the transformation group of X, if M has an atlas {(Ug, ¢a)},

such that the parameter domain ¢¢ (U ) C X is in space X, and
the transition maps @5 € G are in G.

Surfaces have rich (X,G) geometric structures. A genus zero
surface has a spherical structure, where X is the unit sphere S?
and G is the rotation group. A genus one surface has an affine
structure, which plays vital roles in manifold splines. For an
affine structure, X is the plane R and G is the general linear
maps GL(R,2).

Besides (X, G) structures, surfaces have more geometric struc-
tures, such as topological structures, differential structures,
and conformal structures.

1.2 Hyperbolic Structure and Real Projective
Structure

This paper focuses on hyperbolic structures and real projec-
tive structures. For hyperbolic structure, X is the hyperbolic
space H? and G is the group of rigid motions on HZ. If we
use Poincaré model for HZ, then G is the Mdbius transfor-
mation group, ( complex linear rational maps). For real pro-
jective structure, X is RP? and G is the real projective maps
PGL(R,3), ( real linear rational maps). Compared with the
affine structure, whose transition maps are linear, hyperbolic
and real projective structures have more complicate transition
maps. But compared with other structures, such as differential
and conformal structures, they have much simpler transition
maps.

The existence of different (X, G) structures are determined by
the topology of the surface. For example, a surface has an
affine structure if and only if its Euler characteristic number
is zero [Benzecri 1959; J.W.Milnor 1958]. Conventional po-
lar form splines are based on affine geometry, therefore, it is
impossible to generalize conventional splines on the surface
without extraordinary points. Fortunately, all surfaces have
real projective structures, and if a spline scheme is based on
cross ratio, it can be generalized on surfaces directly.

Real projective structures are closely related to hyperbolic
structures. Hyperbolic structures induce real projective struc-
tures in a natural way.

1.3 Previous Works

Geometric structures have been implicitly and explicitly ap-
plied in geometric modeling, computer graphics and medical
imaging. For the genus zero case, the spherical structure was
studied for texture mapping in [Gotsman et al. 2003; Praun and
Hoppe 2003] and for conformal brain mappings in [Gu et al.
2004; Haker et al. 2000] . Algorithms for computing confor-
mal structures were introduced in [Gu and Yau 2003; Jin et al.
2004], and the method is based on computing holomorphic
differentials on surfaces.

Hyperbolic structure was applied in [Ferguson et al. 1992]
for topological design of surfaces, where the high genus sur-
faces were represented as quotient spaces of the Poincaré disk
over Fuchsian group actions. In [Grimm and Hughes 2003],
Grimm and Hughes defined parameterizations for high genus
surfaces and constructed functions on them. Wallner and
Pottmann introduced the concept of spline orbifold in [Wallner
and Pottmann 1997], which defined splines on three canonical
parameter domains, the sphere, the plane and the Poincaré.
The key difference between these works and our current one is



that our method computes the hyperbolic metric which is con-
formal to the original metric on the surface, but their works
only consider the topology and ignore the geometry of the sur-
face. For many real applications, such as texture mapping,
shape analysis and spline constructions, conformality between
the original and the final metrics is highly desirable.

Manifold splines based on polar forms are introduced in [Gu
et al. 2005]. They demonstrated the equivalence between man-
ifold splines and the affine structure and gave a systematic way
to generalize splines defined on planar domains to manifold
domains. They also constructed affine structures using confor-
mal structures for surfaces with arbitrary topologies.

Recently, [Goldman 2003] examines some possible alterna-
tive mathematical foundations for Computer Graphics, such
as Grassmann spaces and tensors. General geometric struc-
tures on manifolds contribute to the theoretical foundations for
graphics and geometric modeling.

Ricci flow on surfaces was first introduced by Hamilton
[Hamilton 1988]. Theoretical results of combinatorial Ricci
flow have been summarized in [Chow and Luo 2003]. Con-
ventional Ricci flow can be formulated as the gradient descent
method for optimizing a special energy form, and the defi-
ciency of its speed makes Ricci flow impractical. In our cur-
rent work, we improved the theoretical results in [Chow and
Luo 2003] by considering surface Riemannian metric induced
from R3 instead of from the combinational structure. We re-
placed the gradient descent method with Newton’s method to
speedup Ricci flow completion by tens of times. We named
this novel algorithm the discrete variational Ricci flow. A
practical system for computing hyperbolic and real projective
structures for real surfaces has been developed based on dis-
crete variational Ricci flow.

Circle packing was first introduced by Thurston in the seven-
ties in [Thurston 1976], with an algorithm. A practical soft-
ware system for circle packing can be found in [Stephenson
2005]. The hyperbolic metrics computed in their system are
not conformal to the original metrics. Recently, circle packing
has been generalized to circle patterns [Bobenko and Schroder
2005] [Bobenko and Springborn 2004] and used for surface
parameterization in [Kharevych et al. 2005], which focuses on
Euclidean geometry. Circle packing, circle pattern and dis-
crete Ricci flow can be unified using the derivative cosine law
[Luo and Gu 2006].

Our current work is based on a novel theoretical tool - discrete
variational Ricci flow and focuses on hyperbolic structure and
real projective structure instead of Euclidean structure. Fur-
thermore the hyperbolic metrics computed using our method
are conformal to the original metrics. The conformal hyper-
bolic metrics convey much geometric information of the sur-
faces, which are valuable for the purposes of shape analysis.

1.4 Contribution

This paper introduces general geometric structures, such as the
affine structure, the hyperbolic structure, and the real projec-
tive structure. Geometric structures allow different geometries
to be defined on manifolds directly and lay down the theoreti-
cal foundations for graphics and geometric modeling.

Compared to other structures, the hyperbolic structure and real
projective structure have not been fully studied. This paper

aims to introduce a novel practical algorithm to compute hy-
perbolic structure and real projective structure. The algorithm
is based on a recently developed theoretical tool in differential
geometry field- Ricci flow. To the best of our knowledge, this
paper is the first to numerically compute hyperbolic structure
using Ricci flow, and also the first one to introduce a practi-
cal method to compute real projective structures for arbitrary
closed surfaces. Therefore, the major contributions of this pa-
per are:

e Introduce a novel theoretical framework : Geomet-
ric Structures, which enable algorithms defined on Eu-
clidean domains to be systematically generalized to man-
ifold domains.

e Introduce a novel geometric tool : discrete Variational
Ricci flow.

e Practical, efficient algorithm for computing hyperbolic
structures for surfaces of genus at least two. The hyper-
bolic metric is conformal to the original metric on the
surface.

e Practical and efficient algorithm to compute Real projec-
tive structures for arbitrary surfaces.

2 Theoretical Background

The algorithms require some basic concepts from algebraic
topology, differential geometry and Riemann surface. We as-
sume the readers are familiar with these subjects. In this
section, we briefly review the basic concepts necessary for
our discussion. For detailed explanation, we refer readers to
[Thurston 1997].

2.1 (X,G) structure for Manifolds

Given a manifold S, suppose (Uq, §o) and (Ug, @) are two
charts, Ug N Uﬁ =% @, then the chart transition is defined as

Oap : 0a(UaNUp) — ¢5(Ua NUp).

In what follows X will be a space with a geometry on it and
G is the group of transformations of X which preserves this
geometry. An atlas {Ug, g} on a manifold is called (X,G)
atlas if all chart transitions are in group G and the parameter
domains ¢y (Uy) are in X, ¢ (Uy) C X.

Two (X,G) atlases are compatible, if their union is still an
(X,G) atlas. Compatible relation is an equivalent relation of
atlases, and each equivalent class is called an (X, G) structure.

Any surface with negative Euler number has a hyperbolic
structure (H?,PGL(2,C)). Suppose {(Uq,¢q)} is a hyper-
bolic atlas, then ¢q(Uy) is in the hyperbolic space and the
transition maps are hyperbolic rigid motions. If we use
Poincaré model, ¢, is a M&bius transformation.

Similarly, for a real projective atlas, the parameter domains are
subsets of real projective space RIP?, and the transition maps
are real projective transformations PGL(3,R) (linear rational
functions).



2.2 Riemann Surface Uniformization

Any orientated metric surface M has a special (C, Q)structure,
where Q represents the holomorphic functions on the complex
plane. Namely, the chart transition maps are conformal maps.
This structure is called the conformal structure. A surface with
a conformal structure is called a Riemann surface.

Suppose a surface M is embedded in the Euclidean space R3,
then it has the Riemannian metric induced by the Euclidean
metric, denoted as gg. A conformal class of metrics on M
refers to a family of Riemannian metrics {¢>?gg} and the so
called conformal factor €2 represents the area stretching un-
der the metric 2% g.

The Riemann Uniformization theorem claims that any Rie-
mann surface M with metric gg admits a uniformization metric
g, such that g and g are conformal to each other g = ¢2? g and
(M, g) has constant Gaussian curvature on the interior points
and zero geodesic curvature on the boundary points. The con-
stant Gaussian curvature is one of the three {—1,0,1}. Sur-
faces with positive Euler numbers have spherical uniformiza-
tion metrics with +1 curvature; surfaces with zero Euler num-
ber have flat uniformization metrics with O curvature; surfaces
with negative Euler numbers have hyperbolic uniformization
metrics with —1 curvature. The uniformization metrics induce
the spherical, Euclidean and hyperbolic structures on surfaces
respectively.

2.3 Ricci flow

Surface Ricci flow is first introduced by Hamilton in [Hamil-
ton 1988]. The main idea is to conformally deform the Rie-
mannian metric of the surface driven by its curvature, then the
metric will flow to the uniformization metric eventually.

Suppose M is a surface with the metric tensor g = (g;;), and K
is the current Gaussian curvature, then Ricci flow is defined as

9gij
o1 = —2Kg,-j.

It is proven that the Ricci flow with normalized total surface
area will flow the metric such that the Gaussian curvature on
the surface is constant, namely the Gaussian curvature func-
tion lim;—... K (z, p) converges to a constant function. It is also
proven that the convergence rate of Ricci flow is exponential,
namely, for any point p on the surface,

K (t,p) =K (o0, p)| < cre”,

where c1, ¢ are two constants determined by the surface itself.

2.4 Fundamental Group and Universal Covering
Space

If two closed curves on surface M can deform to each other
without leaving the surface, they are homotopic to each other.
The closed loops on the surface can be classified by homotopic
classes. Two closed curves sharing common points can be
concatenated to form another loop. This operation defines the
multiplication of homotopic classes naturally. Therefore, all
the base pointed homotopy classes form the so called the first
Sfundamental group of M, and is denoted as ; (M). For genus
g closed surface, the fundamental group has 2g generators.
A set of fundamental group basis {a1,by,a2,b2,- - ,ag,bg} is

canonical, if a;,b; have one geometric intersection, but a;,a;
have zero geometric intersection, and a;,b; have zero geomet-
ric intersection. (The definition of geometric intersection num-
ber between two simple curves a,b is the min{|xNy|: x homo-
topic to a, y homotopic to b}. )

Suppose that M and M are surfaces. Then (M, 7) is said to
be a covering space of M if & is a surjective continuous map
with every p € M having an open neighborhood U such that
every connected component of £~ (U) is mapped homeomor-
phically onto U by 7. Furthermore, if M is simply connected,
(M, 1) is the universal covering space of M.

A transformation of the universal covering space ¢ : M — M is
a deck transformation, if 1 = wo ¢. All deck transformations
form a group G, the so called Fuchsian group of M, which
is isomorphic to the fundamental group of M in the following
way. Suppose p € M is an arbitrary point on M, its preimages
are ﬂ’-_l (p) = {p07pl yP2,7 5Py } on M. Suppose a deck
transformation ¢ € G maps pg to pr. Then we can draw a
curve segment on the universal covering space y: [0,1] — M
connecting py, px and its projection 7(7) is a loop on M, the
homotopy class of v is determined by pg, p; only and indepen-
dent of the choice of 7. Then we get a bijective map from deck
transformations to the first fundamental group of M.

A fundamental domain F is a subset of M, such that the
universal covering space is the union of conjugates of F,
S = Ugeg &F, and any two conjugates have no interior point
in common. Given a canonical fundamental group generators
{ai,bi}, where i = 1,2--- | g, we can slice M along the curves
and get a fundamental domain with boundary

—1;—1 —1p—1 —1p—1
{aibyay by axbra; b, “+agbgay by }.

Suppose a surface M has genus at least two with a hyperbolic
metric, its universal covering space M can be isometrically
embedded in the hyperbolic space. The embedding produces
a tessellation of the hyperbolic space, and each tile is a funda-
mental domain. The deck translations which map fundamen-
tal domains to fundamental domains are rigid motions in the
hyperbolic space. Figure 2 illustrates the fundamental group
generators of a genus two surface and its universial covering
space.

2.5 Hyperbolic Space Models

There are two common models for hyperbolic geometry.

2.5.1 Poincaré Model

The Poincaré model is a unit disk D? in the complex plane
with the Riemannian metric ds> = (ﬁ%ﬁz'

The geodesics are circular arcs perpendicular to the boundary
of the unit disk dD?. The isometric transformations in this
model is the so called Mobius transformation with the form

0(z) = eie%,z,zo €C,0 €0,2m).
—20

The above Mobius transformation maps z to the center of the
disk, and rotate the whole disk by angle 6. Hyperbolic circles
are also Euclidean circles.



Suppose M is a closed surface with genus g > 1, then M has
a hyperbolic uniformization metric. The universal covering
space M with this metric is isometric to H2. Each fundamen-
tal domain is a polygon with 4g sides and each side is a hy-
perbolic geodesic. This formes a tessellation of HZ2. The deck
transformations of M are Mdbius transformation on H2.

The Poincaré model is a conformal model, whereas the Klein
model is a real projective model.

2.5.2 Klein Model

The Klein model is another model of hyperbolic space defined
also on the unit disk D?. Any geodesic in the Klein model is a
chord of the unit circle of the boundary of D?. The map from
the Poincaré model to the Klein model is  : H> — D?,

T P a3 )

T4+ 7z

B(z)

Any Mobius transformation in the Poincaré model ¢ becomes
areal projective transformation in the Klein model Bo¢ o1

3 Hyperbolic Discrete Variational Ricci
flow

This section explains the algorithms to compute the hyperbolic
uniformization metric of a surface with negative Euler number.
In practice, all surfaces are represented as triangular meshes.

A triangular mesh is a two dimensional simplicial complex,
denoted by M = (V,E,F), where V is the set of all vertices, E
is the set of all non-oriented edges and F is the set of all faces.
We use v;,i = 1,---,n to denote its vertices, e;; to denote an
oriented edge from v; to v, and f;x to denote an oriented face
with vertices v;,v;,v; which are ordered counter-clockwisely
such that the face normals toward outside.

In reality, surfaces are approximated by meshes. The concepts
of conformal maps, hyperbolic metrics and Ricci flow are also
translated from the smooth surface category to the discrete
mesh category. We show the Riemannian metrics of meshes
induced by Delaunay triangulations converge to the metric on
the smooth surface in [Dai et al. 2006]. The convergence of
conformal structures is proved in [Luo 2006]. The conver-
gence of hyperbolic structure remains open.

3.1 Circle Packing Metric

The following key observation plays vital role for systemati-
cally translating smooth Ricci flow to discrete Ricci flow. A
conformal mapping between two smooth surfaces maps in-
finitesimal circles to other infinitesimal circles, changing the
radii of the infinitesimal circles, but preserving the intersec-
tion angles among them.

In order to translate conformal mappings from the smooth sur-
face category to the discrete mesh category, Thurston defined
circle packing as the following,

1. Change infinitesimal circles to circles with finite radii.

2. Each circle is centered at a vertex like a cone, and the
radius is denoted as 7; for vertex v;.

3. An edge has two vertices. The two circles intersect each
other with an intersection angle, and the angle is denoted
as @;; for edge e;;, called the weight.

Therefore a mesh with circle packing (M,T’,®), where M
represents the triangulation (connectivity), I' = {y;,v; € V}
are the vertex radii and ® = {®;;,e;; € E} are the angles
associated with each edge. A discrete conformal mapping
T:(M,I,®) — (M,T,®) solely changes the vertex radii T,
but preserves the intersection angles .

In reality, a discrete conformal mapping can approximate a
smooth conformal mapping with arbitrary accuracy. If we
keep subdividing the mesh and construct refiner and refiner
circle packing, the discrete conformal mappings will converge
to the smooth conformal mapping. For a rigorous proof, we
refer the readers to [Rodin and Sullivan 1987].

A circle packing (M, ®,T") uniquely determines a so called cir-
cle packing metric. The length [;; associated with the edge e;;
is computed using the cosine law,

l,'j: \/)/1-2—5—'}/]2—}-2)/,-}/]008(13,-]-. 2)

In practice, the mesh is embedded in ]RS, the mesh has an in-
duced Euclidean metric, the Euclidean length of edge e;; is

denoted as ; j- We select an appropriate circle packing metric
(T, @), such that it approximates the Euclidean metric as close

as possible,
. 72
min . |k Il
’ e,‘jEM

Given a circle packing metric on a mesh, such that the edge
lengths for each face f;j; satisfy the triangle inequality /;; +
ljx > i, then the face can be realized in the hyperbolic space.

We denote the angle at vertex v; as (-)ij * and compute it by the
hyperbolic cosine law:

cosh/;jcoshly —coshlj

jk
cos 0" = - -
! sinh/;; sinh/;;

The discrete Gaussian curvature K; at an interior vertex v; is
defined as

Ki=2n— Y 6/,

Jfijn€F

vi € OM, (3)

while the discrete Gaussian curvature for a boundary vertex v;
is defined as

Ki=n— Y 6/  vieom. @)

fij€F

3.2 Hyperbolic Ricci Flow

Given a mesh with circle packing metric (M,T",®), the dis-
crete hyperbolic Ricci flow is defined as

e
Frie —sinh ¥K; (®)]

A solution to equation 5 exists and is convergent

tlim Ki(l‘) =0.



A convergent solution converges exponentially if there are pos-
itive constants cy, ¢y, so that for all time t > 0

|Ki(r) = Ki(oo)| < cre” ", [1i(r) = %i(eo)| < cre™ .

In theory, the discrete Ricci Flow is guaranteed to be exponen-
tially convergent [Chow and Luo 2003].

3.3 Hyperbolic Discrete Variational Ricci flow
Using Newton’s Method

Discrete hyperbolic Ricci Flow is the solution to an energy
optimization problem, namely, it is the negative gradient
flow of some convex energy, which was first introduced by
[de Verdiére 1991] for tangential circle packing, and [Chow
and Luo 2003] generalizes it to all intersection cases. There-
fore we can use Newton’s method to further improve the con-
vergence speed.

Let u; = lntanh%, under this change of variable, the Ricci

Flow in Equation 5 takes the following form: ”Z;" =—K;

We can define an energy form

rw=[" "]K,-du,»,

Uo j—

where u = (uy,up, -+ ,uy), Wy is (0,0,---,0). Thus 3—5 =K;,
that is, the Ricci Flow 5 is the negative gradient flow of the
energy f(u).

The Hessian matrix of the energy f is

2 K; K;
orf _ oK = Lsinhrj,

du;du; B duj  dr;

From the definition of curvature K;, hyperbolic cosine law and
the definition of circle packing metric, the above formulae has
a closed form. The Hessian matrix can be easily verified to
be positive definite. As f is strictly convex, it therefore has a
unique global minimum, so Newton’s method can be used to
stably locate this minimum.

4 Computing Hyperbolic Structures

After computing the hyperbolic uniformization metrics de-
scribed in the last section 3, we focus on computing hyperbolic
structures of general surfaces in the current section.

For any surface with boundaries, we can convert it to a closed
symmetric surface using the double covering method [Gu and
Yau 2003]. First we make two copies of the surface, then we
reverse the orientation of one of them and glue the two copies
along their corresponding boundaries. The double covered
surface admits a uniformization metric conformal to its origi-
nal metric and the original boundary curves become geodesics
under this metric. The real projective structures of the original
surface and its double covering can be induced by this uni-
formization metric. Therefore, in the following discussion, we
always assume the surfaces are closed unless otherwise noted.

4.1 Algorithm Pipeline

In order to compute the hyperbolic structure, we develop the
following algorithms. Suppose M is a surface with genus g
greater than one with hyperbolic uniformization metric, which
is computed in the previous section, the major steps for com-
puting a hyperbolic atlas of M are

1. Compute the fundamental domain of the surface M; con-
struct a finite portion of its universal covering space
(M,m), 7 is the projection map; construct a canonical
fundamental group generators I' = {ay,by,- - ,ag,bg}.

2. Isometrically embed the universal covering space (or a
fundamental domain) onto the Poincaré disk.

3. Compute the Fuchsian group generators ( deck trans-
formation group of M ) corresponding to a;, b;, denoted
them as {¢1,¢2, -, ¢}, where ¢;’s are Mobius trans-
formation on the Poincaré disk.

4. Construct a hyperbolic atlas

The algorithms in the first step, such as computing the fun-
damental domain, universal covering space and canonical
homology basis, have been studied in computational topol-
ogy and computer graphics literature [Colin de Verdiere and
Lazarus 2002] [Erickson and Whittlesey 2005]. We adopted
the methods introduced in [Carner et al. 2005]. The following
discussion will explain the other steps in detail.

4.2 Hyperbolic Embedding

In the second step, we need to isometrically embed the univer-
sal covering space M in the Poincaré disk. Let the isometric
embedding be

oM — H. (6)

First, we select a face fyj, from M arbitrarily. Suppose
three edge lengths are {ly,/12,l00}, the corner angles are
{642,620,69'} under the hyperbolic uniformization metric.
We can simply embed the triangle as

elor —1

I/
_ e — lei%z
el 417

T el +1

¢ (vo) =0,9(v1)

o (v2)

Second, we can embed all the faces which share an edge with
the first embedded face. Suppose a face f;j is adjacent to
the first face, vertices v;,v; have been embedded. A hyper-
bolic circle is denoted as (c,r), where ¢ is the center, r is
the radius. Then ¢ (vx) should be one of the two intersection
points of (¢(v;),lix) and (¢(v;),l;x). Also, the orientation of
o(vi),¢(v;), ¢ (vi) should be counter-clock-wise. In Poincaré
model, a hyperbolic circle (¢,r) coincides with an Euclidean
circle (C,R),
2 2_ 4,2
c= 2 R ojcpo R
11— p?[ef? 1—p?[ef?

where 1 = %. The intersection points between two hyper-
bolic circles can be found by intersecting the corresponding
Euclidean circles. The orientation of triangles can also be de-
termined using Euclidean geometry on the Poincaré disk.

Then, we can repeatedly embed faces which share edges with
embedded faces in the same manner, until we embed enough
portions of the whole of M to the Poincaré disk.



4.3 Fuchsian Group Generator

Let (M) be the fundamental group of M, with a set of canon-
ical basis I' = {ay,by,- - ,aq,bg}, while all curves only share
one base point as shown in the left frame of figure 2. For each
closed curve y: [0,1] — M on M, ¥(0) = ¥(1), we use [y] to
denote its homotopy class.

Let (M, ) be the universal covering space embedded in the
Poincaré disk as shown in the right frame of figure 2. Let
P,G € M be two points, such that 7(p) = w(g). Suppose 7:
[0,1] — M is a curve, such that 7(0) = p,7(1) = g, then 7(7)
is a closed loop on M. Its homotopy class is [(7)]. It can be
verified that [7(¥)] is determined by  and g, independent of
the choice of ¥, therefore, we use [, g] to denote the homotopy
class of [7(7)].

Given a base point on the surface p € M, its preimages are
71771(17) = {[3071717132"' : 7} C M. Then [1307171(}7]‘:07 1>27' o
will traverse the whole fundamental group m(M). For each k,
there exists a unique deck transformation 7 : M — M, such
that 74 (po) = Tx(Pr ), furthermore, 7y is a Mobius transforma-
tion. The group formed by {7} is called the Fuchsian group
of M, and denoted as F(M). Then we construct a map 1 be-
tween the fundamental group (M) and the Fuchsian group
F(M),
n: (M) — F(M),[po, p] — -

It can be verified that the map is an isomorphism.

The goal of the algorithm in this subsection is to compute the
isomorphism 7. It is sufficient to find the M&bius transforma-
tions corresponding to the curves in I'.

First we choose two distinct points p and g on the surface,
P,q € M, such that p,q are not on any curves in I, p,q ¢ T
The preimages of I (T") partition the covering space M to
fundamental domains, {X,X1,X,,---}. The preimages of p
and g are

7[71 (p) = {ﬁk}v 7[71 (q) = {L?k}vk = 07 1727 )
both pj and gy are interior points of X.

Suppose Xy and ¥ are two fundamental domains on M ad-
jacent to each other, m(XgNX;) = ap. There exists a unique
MGobius transformation yq, such that vy (pg) = p1, v1(go) =
G1- In order to compute y;, we construct a Mobius transfor-
mation U to map pg to the origin, gg to a real positive num-
ber, and (| to map p; to the origin and g to the same positive
number, then

v =pouy .

Therefore the problem is deduced to find a Mébius transforma-
tion U, such that for a given pair of complex numbers inside
the Poincaré disk zq,z; € HZ,

1(z0) = 0,arg(p(z1)) = 0.
U can be constructed straightforwardly,

_ig, 2—2 21 —2
_ i 0 g 1—20

u -0 =arg ———.
1 —Zpz 1 —Zpz1

In this way, by choosing different ¥;’s adjacent to Xy, we
can compute all the Mobius transformations Y, which are the

generators of the Fuchsian group of M. The isomorphism
N : (M) — F(M) can be constructed in the following way:

M(a;) = T, if (S NZe)] = [b; '],

and
N(bi) = T, if [T(Zo NZg)] = [ai].

4.4 Hyperbolic Atlas

First we construct a family of open sets {Uy }, such that the
union of the open sets covers the surface M, M C | JUq. Then
we locate one preimage of each Uy in the universal covering
space M, 1~ (Uy). The embedding of the preimage 7! (Ug)
in the Poincaré disk gives the local coordinates of Uy, namely

¢Ot ::¢Oﬂ_17

where ¢ is the embedding map defined in equation 6. If
one point p € M on the surface M is covered by two charts
(Ua,¢0) and (Ug,¢g), suppose po € 7' (Ugy) and pp €
! (Up), and the homotopy class [pa, pgl = [1172 "+ Yul, then
the chart transition map ¢, has the form

Oap =N (%) oN(Ya-1)--1(N),

where Y,k = 1,2,--- ,n are fundamental group generators,
Y €. ¢qp is Mobius transformation on the Poincaré disk.
Therefore {(Uq, §¢)} is a hyperbolic atlas.

5 Computing Real Projective Structure

Any oriented metric surface has a real projective structure.
Real projective structures are induced by spherical structures,
Euclidean structures and hyperbolic structures. This section
introduces the algorithms to compute real projective atlases
for surfaces with different topologies.

5.1 Genus zero surfaces

Closed genus zero surfaces have spherical structures. The uni-
versal covering space of a closed genus zero surface is itself.
Therefore, the surface can be conformally mapped to the unit
sphere.

A method based on heat flow to construct conformal maps be-
tween a closed genus zero surface to the unit sphere S is in-
troduced in [Gu et al. 2004]. The spherical uniformization
metrics are induced by these conformal maps.

We set six tangent planes at the intersection points between the
unit sphere and the axes, then project the sphere onto these tan-
gent planes using central projection. This procedure produces
the real projective atlas for the surface.

Figure 10 demonstrates a real projective atlas for a closed
genus zero surface, Michelangelo’s David head model.



5.2 Genus one surfaces

Any genus one oriented surface admits a flat uniformization
metric, such that the Gaussian curvature is zero everywhere.
Its universal covering space can be embedded in the plane.
Each fundamental domain is a parallelogram, and the deck
transformations are translations on the plane.

The flat uniformization metric on a genus one closed surface
can be induced by the holomorphic 1-forms on it. A holomor-
phic 1-form can be treated as a pair of vector fields with zero
divergence and circulation, and are orthogonal to each other.
The algorithms for computing holomorphic 1-forms are intro-
duced in [Gu and Yau 2003; Gu et al. 2005]. By integrating a
holomorphic 1-form, its universal covering space can be con-
formally mapped to the plane. This induces an affine atlas for
the surface. This construction method is similar to the algo-
rithms in section 4. Affine structure can be treated as a special
case of real projective structure.

5.3 High genus surfaces

For a closed surface M with genus g > 1, from its hyperbolic
structure we can deduce its real projective atlas. But the real
projective structure can not deduce the hyperbolic structure.
Suppose {(Ug, ¢a )} is a hyperbolic atlas of M, a real projec-
tive atlas {(Uq, T,) } can be straightforwardly constructed. Let

TOC :ﬁo¢a7
and
Tap :ﬁoq)aﬁoﬁil-

where f3 is the map from the Poincaré model to the Klein
model as defined in equation 1. Suppose ¢4 g has the form

io0 <—20
Pa =é T -
1 -2z

where zg = xo +iyp. We use homogenous coordinates
(xw,yw,w) to parameterize the points (x,y) on the Klein
model, then the transition map 7,g has the following form

Taf = %OT, where A = x3 +y3 — 1, O is the rotation matrix

cos® —sinf O

O=| sin@ cosO 0
0 0 1
and T is
1 +X(2) - y% ZX()y() —2X0
T=1| 2xpy0 1 —x% +y(2) —2y0 .
2x0 2y0 —1=x5-¥5

6 Implementation

The algorithms are implemented using ¢ + 4+ on the windows
platform. All the models are represented as triangular meshes
and some of them are scanned from real sculptures. In or-
der to manipulate the meshes efficiently, we use a common
mesh library in our implementation: the OpenMesh [Sovakar
and Kobbelt 2004] library, because it is flexible, efficient and
versatile. In the following we demonstrate some of our exper-
imental results.

Our experiments demonstrate that the hyperbolic discrete vari-
ational Ricci flow algorithms are efficient and Robust. Figure
9 shows the the performance of Ricci flow on eight model. The
upper blue curve is using hyperbolic Ricci flow with gradi-
ent descendent method, compared to the lower red curve with
Newton’s method. It is obvious that Newton’s method con-

verges much faster.

Fuchsian group generators of eight model on Poincaré

] Model.
L Ie® [
ay || —0.631374+i0.775478 | +0.730593 +i0.574094
by || +0.035487 —i0.999370 | +0.185274 —i0.945890
ay || —0.473156+i0.880978 | —0.798610 —i0.411091
by || —0.044416 —i0.999013 | +0.035502 +i0.964858
Fuchsian group generators of knotty model on Poincaré
] Model.
L [e® [
ap || —0.736009 +i0.676972 | +0.844441 —i0.402575
by || +0.227801 —i0.973708 | —0.851267 —i0.510906
ay || —0.521197 +i0.853436 | —0.528917+i0.702150
by || —0.090798 —i0.995869 | +0.973285+i0.206533

Figure 10 illustrates a genus zero closed surface case. First we
conformally map the surface to a unit sphere, and induce the
real projective atlas from its spherical image.

Figure 3 illustrates a genus one closed surface. We compute
a holomorphic 1-form on the surface, which induces an affine
structure. Figure (b) demonstrates one fundamental domain,
(c) is a finite portion of its universal covering space with nine
fundamental domains.

Figure 1 shows the process of computing hyperbolic atlas and
real projective atlas for a genus two closed surface. Figure (a)
is the original surface with 7000 faces, (b) is the isometric em-
bedding of its universal covering space in the Poincaré disk
with its hyperbolic uniformization metric, (c) shows the result
after straightening the boundaries of fundamental domains to
hyperbolic lines, (d) is the embedding in Klein model, which
induces a real projective atlas. The most time consuming part
is to compute its hyperbolic uniformization metric using dis-
crete Ricci flow, which took 100 seconds on a 1.7G CPU plus
1M RAM laptop. So the total time for the whole process is no
more than 2 minutes.

Figures 4,7,8 illustrate the same process for different genus
two closed surfaces. Figure 5 demonstrates the isometric em-
bedding of the universal covering space of a genus three sur-
face, the scanned sculpture surface, on the Poincaré model and
Klein model. Figure 6 is the same process for a genus four sur-
face, a scanned Greek model. These results show our method
is capable to handle surfaces with complicated geometries and
topologies.

7 Conclusion

In this paper, we introduce a general framework to define dif-
ferent geometries on surfaces via geometric structures. Al-
gorithms designed for Euclidean space can be systematically
generalized to surface domains directly.

In order to compute hyperbolic structures and real projective
structures on general surfaces, a theoretically rigorous and



Fuchsian group generators of eight model on Klein Model.

10.3242 8.39204 —13.2671
aj —2.9578 —1.08348 2.98706
—10.6929  —8.4024 13.6359
6.59028 4.02982 7.65972
a —5.0888 —1.69285 —5.26893
8.26606 4.25502 9.35056

Fuchsian group generators of Knotty model on Klein Model.

5.45671  —1.57356 —5.59033
aj —12.4179  6.33332 13.9038
—13.527 6.4488 15.0189
—0.985119  2.85311  —2.84793
a —4.65847  5.57247  —7.19401
4.6553 —6.18002  7.80157

practically simple algorithm is explained. Also a novel and
powerful geometric tool called variational Ricci flow is intro-
duced, which is efficient, robust and easy to implement.

In the future, we will focus on designing novel spline schemes
which are based on hyperbolic structures or real projective
structures, and constructing manifold splines without extraor-
dinary points. We also prove whether the discrete Ricci Flow
will converge , as one refines the meshes approximating a
smooth surface, toward the smooth Ricci Flow.
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Ricci flow with Newton method on Eight Model(faces:7000)
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Decreasing of curvature error
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Figure 9: Comparison of performance of Ricci flow with
Newton’s method (lower red curve) over the gradient de-
scent method (upper blue curve). Both converge exponen-
tially.

Figure 10: The spherical structure and real projective
structure of a genus zero closed surface.
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Figure 3: The Euclidean structure of a genus one closed surface: (a) the original surface (b) one fundamental domain (c)

part of its universal covering space
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Figure 4: The hyperbolic structure of a genus two closed surface: (a) the original surface (b) the isometric embedding of its
universal covering space in the Poincaré disk (c) the isometric embedding in the Klein disk which induces real projective

structures

Figure 5: The hyperbolic structure of a genus three closed surface: (a) the original surface (b) the isometric embedding of
its universal covering space in the Poincaré disk (c) the isometric embedding in the Klein disk which induces real projective

structures
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Figure 6: The hyperbolic structure of a genus four closed surface: (a) the original surface (b) the isometric embedding of
its universal covering space in the Poincaré disk (c) the isometric embedding in the Klein disk which induces real projective

structures

Figure 7: The hyperbolic structure of a genus two closed surface: (a) the original surface (b) the isometric embedding of its
universal covering space in the Poincaré disk (c) the isometric embedding in the Klein disk which induces real projective
structures. The boundaries of fundamental domains are straightened to hyperbolic lines.
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Figure 8: The hyperbolic structure of a genus two closed surface: (a) the original surface (b) the isometric embedding of its
universal covering space in the Poincaré disk (c) the isometric embedding in the Klein disk which induces real projective
structures.The boundaries of fundamental domains are straightened to hyperbolic lines.



