
E�cient and Accurate Ethernet Simulation

Jia Wang�and Srinivasan Keshav
Cornell Network Research Group (C/NRG)

Department of Computer Science, Cornell University
Ithaca, NY 14853-7501

jiawang@cs.cornell.edu, skeshav@cs.cornell.edu

Abstract

The Internet is increasingly being called upon to pro-
vide di�erent levels of service to di�erent applications
and users. A practical problem in doing so is that al-
though Ethernet is one of the hops for nearly all com-
munication in the Internet, it does not provide any QoS
guarantees. A natural question, therefore, is the ef-
fect of o�ered load on Ethernet throughput and delay.
In this paper, we present several techniques for accu-
rately and e�ciently modeling the behavior of a heav-
ily loaded Ethernet link. We propose an e�cient dis-
tributed simulation model, called Fast Ethernet Simula-
tion, that empirically models an Ethernet link to quickly
and accurately simulate it. By eliminating the imple-
mentation of CSMA/CD protocol, our approach reduces
computational complexity drastically while still main-
taining desirable accuracy. Performance results show
that our techniques not only add very little overhead
(less than 5% in our tests) to the basic cost of simulat-
ing an Ethernet link, but also closely match real-world
measurements. We also present e�cient techniques for
compressing cumulative distributions using hyperbolic
curves and for monitoring the load on a heavily loaded
link. Finally, we show applications to illustrate the po-
tential usage of the Fast Ethernet Simulation.

1 Introduction

The Internet is increasingly being called upon to
provide di�erent levels of service to di�erent applica-
tions and users. A practical problem in doing so is
that although Ethernet is one of the hops for nearly all
communication in the Internet, it does not provide any
QoS guarantees1. One might argue that these Ether-
net hops are rarely the bottleneck, and thus their e�ect
on communication is negligible. However, it is equally
true that the Level-2 infrastructure in a typical site is
rarely managed for performance. Thus, it is possible,
and even likely, that a large fraction of Ethernet instal-
lations are overloaded from time to time. Our interest,
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1New versions of Ethernet do provide guarantees, but there
is a huge embedded base of `legacy' installations that do not.

therefore, is in determining the e�ect of this overload,
and concommitent performance degradation, on appli-
cation performance. In this paper, we primarily present
techniques for accurately and e�ciently modeling the
performance of a heavily loaded Ethernet link. While
we brie
y mention the use of this technique to study
the e�ect of Ethernet load on application performance,
we defer details to [26].

Despite its widespread use, there is little knowledge
about the behavior of Ethernet-like CSMA/CD LANs
under heavy load. Analytical models tend to study
performance based on over-simpli�ed assumptions such
as Poisson-distributed tra�c. However, this usually
leads their results to be biased towards network perfor-
mance under ideal conditions. Once the complexities of
CSMA/CD, as described in the IEEE 802.3 standards
[8], are introduced, such models become intractable [10]
[12] [21] [22]. The inaccuracy and incompleteness of an-
alytical work has led researchers in the past to resort
to measurement and simulation to obtain meaningful
results. Even these approaches are not without prob-
lems.

Actual measurements on a physical LAN require
manual con�guration of the network, which is ex-
pensive and cumbersome. Simulation is a better
tool to obtain adequate information on functional-
ity and performance of communication networks and
protocols. However, to simulate the behavior of
CSMA/CD, precise collision detection, packet loss (due
to collision and bu�er over
ow), and packet transmis-
sion/retransmission need to be implemented in order to
get accurate and valuable results. Sophisticated com-
putation and complicated data structure manipulation
make the traditional detailed simulation of CSMA/CD
slow and complex, especially for crowded networks
and/or heavy loaded link.

Fortunately, the above two approaches are not the
only choices we have available to get accurate Ether-
net performance results. In this paper, we propose an
e�cient distributed simulation model, called Fast Eth-
ernet Simulation, which models an Ethernet link em-
pirically to quickly and accurately simulate it. By elim-
inating the implementation of CSMA/CD protocol, our
approach reduces the complexity drastically while still
maintaining desirable accuracy. We also show applica-
tions to illustrate the potential usage of the Fast Eth-



ernet Simulation.
The remainder of this paper is organized as follows.

Section 2 gives a brief summary of some related work
on Ethernet link performance. An overview of our ap-
proach is stated in Section 3. We describe our sim-
ulation model of CSMA/CD in Section 4. Then, we
discuss how the performance parameters are modeled
based on the CSMA/CD simulation results and pro-
pose the Fast Ethernet Simulation model in Section 5
and Section 6, respectively. Some performance results
are shown in Section 7 to demonstrate that the Fast
Ethernet Simulation achieves the e�ciency as well as
the accuracy. Example applications of the Fast Ether-
net Simulation are given in Section 8 to illustrate its
potential usage. Finally, we summarize our work in
Section 9.

2 Related Work

Ethernet refers to a family of LAN multiple access
protocols that vary in details such as bandwidth, col-
lision detection mechanism etc. In this paper, we use
Ethernet to mean an unslotted, 1-persistent, carrier-
sense multiple access method with collision detection
and binary exponential backo�. In the past two
decades, Ethernet performance has been carefully stud-
ied. Many analytical models have been formulated ([10]
[12] [21] [22]). Due to the complexity of the CSMA/CD
retransmission algorithm and variety of LAN topolo-
gies, these analytical approaches employ a number of
simplifying assumptions, such as balanced-star con�gu-
ration, �nite populations, unimodal or constant packet
lengths, small packet size, and no bu�ering to obtain
tractable results of Ethernet performance. However, it
is not clear how relevant these are to the actual per-
formance of Ethernet. For instance, analytical results
show that the maximum achievable throughput with
CSMA/CD is 60% [22]. In fact, the CSMA/CD proto-
col, as implemented in practice, can achieve through-
put of 90% typically for small number of hosts (i.e. less
than 5 hosts) and large packet size [2]. Smith and Hain
[20] also presented results of experiment measuring
Ethernet performance using station monitoring, which
show that measured performance di�ers signi�cantly
from predictions made by typical analytical models.

Since none of existing analytical models is applica-
ble and su�cient to estimate the real Ethernet perfor-
mance, it is di�cult to conduct accurate performance
evaluation by strictly analytical means. Several Ether-
net performance studies ([2] [3] [4] [19] [20]) have been
based on detailed simulation and/or measurement to
avoid some of the simplifying assumptions mentioned
above. However, due to the in
exibility of measure-
ment on physical networks, only limited performance
measurements under typical network con�guration are
reported in literature.

By using simulation, performance can be easily mea-
sured for various Ethernet topologies and system con-
�gurations. Some detailed simulation models are pre-
sented in [6] [13] [14] [16] [17] [23], which can be used to

model Ethernet with di�erent size, transmission rate,
Ethernet length and station distribution, etc. An event
driven simulation model is the standard approach. In
such a model, the movement of packets in the model is
expressed in terms of events. A global table is main-
tained to record each event that takes place at a spec-
i�ed time. Although these detailed simulation models
may achieve accurate performance results, they are too
complex.

To sum up, existing analytical models tend to be
over-simpli�ed, existing measurement work is too cum-
bersome to replicate, and existing simulation tech-
niques are computationally ine�cient. In this paper,
we present a new technique for e�cient simulation of
Ethernet, which we call Fast Ethernet Simulation. We
validate our work by comparing our performance pre-
diction to real-world measurements. We also show that
our techniques are computationallymuch more e�cient
than those proposed in the past.

3 Our Approach

Figure 1 summarizes our approach, which consists
of the following steps: (1) designing and validating a
detailed CSMA/CD simulator; (2) collecting and mod-
eling performance measurements using this simulator;
(3) creating a fast simulator; (4) validating the fast
simulator.

Our �rst step was to build a detailed simulation of
CSMA/CD using the REAL network simulator [18].
This allowed us to reproduce a variety of workloads,
workstation con�gurations, and card bu�er sizes with-
out the practical di�culties of dealing with a real
testbed. Additionally, by comparing simulator results
with experimental measurements, we made sure that
the output of the simulations was valid. This �rst step,
therefore, bought us 
exibility, even though it was com-
putationally expensive. A detailed description of our
approach is in Section 4.

With this simulator in hand, we were able to gen-
erate a large number of empirical performance mea-
surements corresponding to a variety of con�gurations.
The second step was to reduced this information into
a compact model. The model, described in Section 5,
re
ects the dependencies of link throughput and packet
delay on o�ered load, packet size and bu�er size of host
adapter cards.

The third step was to exploit the compact perfor-
mance model to develop Fast Ethernet Simulation. The
key idea here was to predict performance using a simple
computation on the compact model of past empirical
measurements. We came up with two new techniques
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Figure 1. Overview of our approach.



in tra�c monitoring and performance prediction in the
course of this work. First, we developed an e�cient
technique for statistical estimation of the load on a
link over a speci�c time interval. Second, we used a
family of hyperbolic curves to represent the cumula-
tive distributions of delay. Details of these techniques
are presented in Section 7.

Finally, in the fourth and the last step, we vali-
dated the results obtained from Fast Ethernet Simu-
lation with that obtained using the detailed simula-
tion. The results presented in Section 7 show that, by
eliminating the implementation of CSMA/CD proto-
col, our fast simulation model reduces the complexity
drastically while the simulation results still achieving
desirable accuracy.

4 Distributed CSMA/CD Simulation

Our �rst step is to create an accurate simulation
of CSMA/CD. This allows us to generate performance
data for network con�gurations and workloads that are
hard to create in an actual testbed. We validated the
accuracy of the simulator by comparing the perfor-
mance metrics obtained from our simulator with those
reported in the literature2. We only provide brief de-
scription of our detailed simulation of CSMA/CD in
this section and refer the interested readers to [24] for
additional details.

4.1 State Diagram

Before describing our simulation, we �rst give a brief
review of the 1-persistent Carrier Sense Multiple Access
with Collision Detection (CSMA/CD) protocol. As-
sume that n stations attach to the Ethernet link . A
station senses the medium before sending a packet and
sends the packet immediately after the medium is idle.
If a collision is detected while sending a packet, the
station sends out a jam signal and exponential back-
o� scheme is employed. Upon a collision, the station
waits for a random time chosen from the interval [0, 2 �
max propagation delay] before retransmitting the col-
lided packet. If retransmission fails, the station backs
o� again for a random time chosen from the interval
with double length of the previous one. Each subse-
quent collision doubles the backo� interval length until
the retransmission succeeds (the backo� interval is re-
set to its initial value upon a successful retransmission
of packet). If the backo� interval becomes too large
(e.g. after 16 retransmission), the packet is dropped
and the backo� interval is reset.

In our work, we adopted a distributed approach to
exact simulation of CSMA/CD. The station state di-
agram is shown in Figure 2. The medium is simu-
lated passively. Each station on the Ethernet acts as
a router, forwarding packets from an incoming link to
an outgoing link. An idle station that receives a packet
changes its state to busy. If a packet arrives at a busy

2We mainly use Gonsalves's measurements [3] in validating
our simulator.

station, a collision is detected and the station broad-
casts a jam indication to the other stations3. In our
approach, therefore, the stations cooperate to jointly
simulate the medium. This makes the simulation both
easy to program and easy to validate.

4.2 Experimental results

We implement this simulation model on REAL Sim-
ulator [18]. The Ethernet link we simulated is 10BaseT.
In order to validate our CSMA/CD simulator, we use
the same Ethernet con�guration and system workload
(Table 1) as that used in Gonsalves's measurements [3].
The number of nodes in our simulation is 20.

Gonsalves used a closed-loop system in his perfor-
mance measurement work, i.e. after completion of
transmission of a packet, a station waits for a random
period, with mean �, before the next packet is queued
for transmission in its bu�er. He claims that the o�ered
load of station i, Gi, is de�ned to be the throughput
of station i if the network had in�nite capacity, i.e.,
Gi = Tp=�i, where Tp = P=C, P is packet length and
C is the capacity of the Ethernet link. The total o�ered
load G of N stations is given by

P
i=1NGi. However,

when measuring the performance of Ethernet, we be-
lieve that the o�ered tra�c load should be independent
of the packet transmission, i.e. the entire measurement
system should be an open-loop system. In order to
compare our simulation results to the measurement re-
sults, we adopt Gonsalves's closed-loop system model
in the validation of our simulator.

3The technique used for collision detection is similar to what
is used in VINT ns-2 simulator for simulating wireless networks
[1].
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Figure 2. State diagram of distributed CSMA/CD simulation

Bus bandwidth 10 Mbit/s
Max propagation delay 30 �s
Jam time after collision 32 bits (= 3.2 �s)
Slot size 512 bits (= 51.2 �s)
Bu�er size for each station 1 packet
Idle period is uniformly distributed
Packet size P is �xed for all stations

Table 1. Ethernet configuration and system workload in Gon-
salves’s measurement.



The performance results of measurement and sim-
ulation are shown in Figure 3, respectively. We con-
sider two performance parameters: packet delay and
link throughput.

Delay: The packet delay is de�ned to be the time it
takes to successfully send a packet, measured from the
time the host puts the packet into the sending queue.
Figure 3(a) and (c) show the measurement and sim-
ulation results of mean packet delay as a function of
total cross tra�c o�ered load, in 10Mbit/s, for var-
ious value of P . Our simulation results match that
presented in Gonsalves's measurement reasonably well
for heavy loads. For example, when P = 1500 bytes
and G = 300%, the mean packet delay reported by
Gonsalves's measurement is 19.6 ms, while our sim-
ulation results show that it would be 20.9 ms. Un-
fortunately, our simulations do not match Gonsalves's
results for small packet sizes and light loads. However,
in this range the absolute values of delays are small,
and though the relative error is signi�cant, the abso-
lute value is not. For example, when the o�ered load is
40%, the relative error is nearly 50%, but the absolute
error is less than one millisecond. Moreover, our sim-
ulations consistently over-estimate the delay, so that
our performance predictions are conservative. Thus, we
claim that for the region of interest in our study, i.e.,
heavy load, our simulation model is su�ciently close to
measurements.
Throughput: We de�ne the link throughput to be the
link goodput, i.e. the number of bytes that are success-
fully transferred during a time unit. Figure 3(b) and
(d) show the variations of total throughput with total
o�ered load for P = 64, 512, 1500 bytes, which are ob-
tained from measurement and simulation. Under high
o�ered load, the link throughputs are measured as 26%,
70%, 82% for P = 64, 512, 1500 bytes, respectively.
In our simulation, the corresponding throughputs are
36%, 71%, and 83%, which are close to the measure-
ment results of the actual system for the larger packet
sizes.

We believe that the di�erences between Gonsalves's
measurements and ours are due to both di�erences in
the node con�gurations and inaccuracies in our model.
The measurement results were obtained for a single
speci�c con�guration (i.e. spacing between stations)
that is not described in the paper. Our results, in-
stead, are the average over an ensemble of con�gura-
tions. The performance results generated by our sim-
ulator are closed to his results in terms of both packet
delay (for heavy loads) and link throughput (for heavy
loads and large packet size). Since this is the region
of interest in our work, we claim that our simulator
adequately models Ethernet.

After validation, we used our distributed CSMA/CD
simulator to generate a large number of performance
measurements corresponding to a variety of con�gura-
tions. Typical simulation parameters are set according
to the IEEE 802.3 speci�cation [8]. However, the sys-
tem con�guration that we simulated is di�erent from
the one we used in the simulator validation in three

ways.

First, we used an open-loop system to model the
Ethernet environment, i.e. the process of tra�c gen-
eration is independent of the process of packet trans-
mission. The comparison results are presented in [24].
Although the performance results do not di�er signif-
icantly from the results of closed-loop system, we be-
lieve it better models reality. Therefore, we adopt the
open-loop system con�guration in generating simula-
tion results for the compact model described in Section
5.

Second, Gonsalves's measurements were done based
on an assumption that the bu�er size of each station is
one packet. This is not true in the real world. Each sta-
tion may have a �xed number of bu�ers to hold packets
waiting for transmission. Packets that arrive for trans-
mission when this bu�er is full are discarded. Multi-
ple bu�ers have a non-negligible impact on the system
performance. As the bu�er size increases, fewer pack-
ets are dropped due to congestion. The mean queueing
delay of packets are also increased signi�cantly. Fig-
ure 4 shows variations of the mean packet delay and
link throughput for bu�er size = 1, 4, 8 packets.

The mean packet delay increases approximately pro-
portional to the bu�er size when the link o�ered load is
high. We can simply consider each station as a single-
queue-single-server queueing system where the single
queue is the bu�er and the single server is the Eth-
ernet. Let the average system service time s be the
average time to successfully transfer one packet, mea-
sured from the time the host �rst acquires the channel.
Then s can be approximated as the average packet de-
lay when bu�er size = 1 packet. Therefore, the average
number of packet in the queue is N = � � s, where � is
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Figure 3. 10 Mbps Ethernet measurement and simulation results
(under the same choices of parameters in Gonsalves’ work) on
mean packet delay and link throughput. (a) delay versus total
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the arrival rate of each station. Thus,

packet delay =
n

N � s if N < buffer size
buffer size � s if N � buffer size

If N is greater than the bu�er size, then the mean
packet delay increases approximately proportional to
the increment of bu�er size. However, the simulation
results show that the total throughput is not a�ected
much by the bu�er size even when the o�ered load is
high.

Third, Gonsalves chose packet interarrival times at
each station from a uniform distribution. It is not clear
that the uniform distribution correctly models Ether-
net workload. Indeed, Willinger et al. [25] have shown
that the heavy-tailed Pareto distribution is probably a
better model of reality. Before choosing any particu-
lar distribution, it is necessary to determine the degree
to which the packet interarrival time distribution deter-
mines Ethernet performance in the �rst place. To do so,
we studied Ethernet performance while choosing packet
interarrivals to be of uniform, exponential, normal dis-
tributions, and compared with that of self-similar traf-
�c workload. Our experimental results show that the
performance under di�erent workloads are more or less
the same [24]. Given this result and the fact that gen-
erating a speci�c o�ered load with Poisson arrivals is
much easier than to do so with heavy-tailed Pareto traf-
�c. From now on, we will assume that the packet arrival
process is Poisson.

5 Modeling

The second step in our approach is compactly to
model Ethernet performance for all possible network
con�gurations. We achieve fast simulation by referring
to this model to predict performance for a given con-
�guration. By examining the results of the detailed
simulation, we found that the two important perfor-
mance parameters, packet delay and link throughput,
are functions of three independent variables: the mean
packet size, the total link o�ered load, and the bu�er
size for each station. We explain this next.
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5.1 Throughput

We found that link throughput is a monotonically
increasing and piecewise linear function of the link load
and mean packet size [24]. We measure and store the
link throughput for a sequence of packet sizes and link
o�ered loads. In order to increase the lookup table
granularity in regions where the throughput changes
rapidly as a function of the independent parameters,
we choose the distance between consecutive points in
the sequence to be inversely-proportional to the slope
of the throughput curve at that point. Then, for a
given mean packet size and link o�ered load, the link
throughput is obtained by a linear 2-dimensional in-
terpolation between the adjacent stored values in the
lookup table.

5.2 Delay

Instead of storing the mean delay for a given con�g-
uration, we chose to model the cumulative distribution
of delays achieved for a given setting of independent
parameters. This is because even with the same work-
load, di�erent packets may experience di�erent delays
due to the randomization inherent in the Ethernet pro-
tocol and other stations' behavior. A pure prediction
of mean packet delay is not enough to capture this vari-
ation. During fast simulation, for a speci�c packet, we
generate a delay as a random variable drawn from this
distribution. Modeling the cumulative instead of the
density allows us to trivially generate a random variable
from this distribution. However, naively storing the
cumulative delay distribution requires too much stor-
age. Unlike link throughput, instead of store a single
value for each pair of speci�ed average packet size and
link load in the lookup table, a cumulative distribution
curve need to be stored correspondingly. We need a
way compress this information, choosing the compres-
sion scheme such that rapid decompression is possible.
A family of well-known hyperbolic curves turns out to
satisfy this requirement.

5.2.1 Using hyperbolic curves to model cumula-
tive delay distributions

Consider the family of hyperbolic curves represented
by

y =
x+ kx

1 + kx
;

where k = tan(�
2
�)� 1, and � 2 [0; 1]. An interesting

characteristic of this family is that the single variable
� controls shape of the curves. Figure 5 shows some
curves for di�erent values of control variable �.

The cumulative delay distribution curves (one of
them is shown in Figure 6(a))are very similar to these
hyperbolic curves. (Similar cumulative distributions
of delay are also reported in Gonsalves's measurement
results [3]). The advantage of this approach is that
a cumulative distribution curve can be \compressed"



into single variable �. This makes the lookup table ex-
tremely compact. Moreover, optimal values of � can
be chosen as the least-squares �t to the actual distri-
bution. Because of the single control variable �, the
least-squares �tting is much more easily determined
than with multiple control variables. An example of
such modeling is shown in Figure 6(a) and (c).

An alternative approach is the exponential distribu-
tion modeling proposed by Paxson in [15], which is used
to model curves of similar shapes. The exponential dis-
tribution model is represented by y = 1 � e��x. The
�tting results of using exponential distribution model
are shown in Figure 6(b) and (d). To further quantify
the discrepancies of our hyperbolic curve model and
Paxon's exponential distribution model, we use �2 test
described in [15] [24]. The resulting mean �2 values of
hyperbolic curve model and exponential distribution
model are 0.09 and 1.32, respectively. It's very clear
that our hyperbolic curve model �ts much better than
the exponential distribution model. Thus, we decided
to use hyperbolic curves to model the cumulative delay
distributions.

To sum up, hyperbolic curve model �ts very well
to the empirical cumulative delay distributions. By
using hyperbolic curves to model the cumulative dis-
tributions, instead of storing a cumulative distribution
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curve, we store the value of � in the lookup table as
a function of the mean packet size and o�ered load.
We use the same indexing and interpolation techniques
to compute the cumulative delay distribution for typi-
cal packet size and o�ered load as we did to compute
link throughput. The value of � corresponding to each
combination of mean packet size and link o�ered load
listed in the indexing sequences is stored in the lookup
table. Before interpolation, four cumulative delay dis-
tributions are �rst computed according to the � values
of adjacent indexed packet sizes and o�ered loads in
the lookup table. Then, linear 2-dimension interpola-
tions are applied on these cumulative distributions to
compute the cumulative delay distribution for the given
mean packet size and link o�ered load.

6 Fast Ethernet Simulation

Fast simulation is achieved by predicting perfor-
mance metrics based on the compact model described
earlier. Since there are no collisions and backo�s, this
implementation of CSMA/CD protocol is much faster.

6.1 Approach

The simulation con�guration is shown in Figure 7.
Several stations attach to a shared Ethernet link. Each
simulated station has three active components: tra�c
generator, tra�c monitor and performance predictor.
Recall that the input to the performance prediction
model is the o�ered load and the mean packet size.
The performance monitor measures these parameters
on the 
y and feeds them to the performance predic-
tor. The performance predictor determines whether or
not the packet has chance to go through the link and
if so, how much the delay it going to su�er. Finally,
packet delivery is simulated according to the predicted
performance information. We describe tra�c monitor
and performance predictor in more detail next.

6.2 Monitoring Statistical Information

In order to predict Ethernet performance, we need to
monitor the mean packet length and mean total o�ered
load over some time period. We use a dynamic window
scheme to compute the mean values of packet length
and total o�ered load. The size of time window should
represent a balance between sensitivity to the current
system state and stability of the measurement. If the
size of time window is too large, then it will mix up two
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Figure 7. Fast Ethernet simulation configuration.



di�erent patterns of tra�c load on the link. On the
other hand, if the time window size is too small, then
the control mechanism will react to a transient burst of
packet arrivals, which makes the system unstable. We
choose the time window size to be around 1 second,
because it is long enough to even out busty tra�c, but
not so long as to lose slow-scale changes in tra�c. The
reason that we didn't choose window size to be exact
1 second is explained next.

A naive way to monitor the tra�c through a link
would be to keep a list of active packets that are trans-
mitted within the current time window. Upon each
packet arrival, we add the new packet to the head of
the list and remove from the end of the list the inactive
packets (i.e. packets transmitted before the beginning
of current time window). The statistical information
is also updated accordingly. However, this algorithm
can be expensive because the tra�c monitor needs to
update its statistical information upon each packet ar-
rival. Moreover, updating the active packet list can
be time consuming. In the worst case, traversing the
entire list is necessary to remove the inactive packets.
The work done by the algorithm increases as the of-
fered load increases. Thus, the computing complexity
increases at least linearly with the tra�c load. If simu-
lated link is heavy loaded, tra�c monitoring will incur
a big computational overhead. Therefore, a more e�-
cient monitoring algorithm is desirable.

We have designed a `ring bu�er' approach to speed
up the monitoring process. The structure of the ring
bu�er is shown in Figure 8. Time is divided into equal-
size slots. Each slot records the tra�c statistics infor-
mation during that time slot. Let W be the size of
time window, Ts be the size of the time slot and w
be the number of slots within one time window, then
W = w � Ts. At end of each time slot, the window is
shifted one slot forward and the overall tra�c infor-
mation is updated by removing the information from
the newly invalidated slot and adding the information
from the newly validated slot. We choose Ts = 1024 �s
to make the computation of the current slot index ef-
�cient. The current slot is determined purely by using
integer binary operations such as masking and shift-
ing. For instance, if the current time is m �s, then
the slot index is computed as (m & 0x000�c00) � 10.
The pseudo-code of the tra�c monitoring algorithm is
shown in [24].

With the ring bu�er monitoring technique, no active
packet list is maintained, which makes the information
updating very e�cient in terms of both time and space,
requiring only a constant time overhead during heavy
load. Under lightly loaded conditions, the window may
move several slots, increasing the overhead. However,
this overhead is incurred when the packet simulation
overhead is small, so we do not consider it to be a
great burden.

6.3 Predicting Performance

The tra�c load informationmonitored by the tra�c
monitor is passed to the performance predictor. The
major inputs for the performance prediction are mean
packet size, mean total o�ered load, and bu�er size of
each station. The performance predictor determines
the packet delay. The packet delay is randomly chosen
according to the link throughput and cumulative delay
distribution corresponding to the current mean packet
size and total o�ered load. As we mentioned in Sec-
tion 4, performance results show that the packet delay
increases proportional to the increase in the bu�er size
of each station while the link throughput remains al-
most same. The exact impact of multiple bu�ers on
the performance is very hard to model. We need bal-
ance the trade o� between the e�ciency and accuracy.
We model the delay simply by multiplying the bu�er
size with the corresponding delay predicted for the one
bu�er case. Although it may incur some inaccuracy
to our performance modeling, especially for low o�ered
load cases (i.e. it may over-estimate the delay a packet
su�ers when the o�ered load is relatively low), the abso-
lute error is still relatively small and acceptable. Thus,
the performance predictor can be considered as a func-
tion of mean packet delay, total o�ered load and station
bu�er size.

delay = f(mean packet size, total o�ered load, bu�er size)

Finally, the packet delivery is simulated according
to the predicted performance information. If a packet
is chosen to be dropped according to the link through-
put, its delay is assigned to 1 and the packet will be
discarded.

7 Performance Evaluation

In this section, we compare the performance results
obtained from Fast Ethernet Simulation with that ob-
tained from the detailed CSMA/CD simulation. We
implemented the fast simulation on the REAL simula-
tor [18] similar to the way we implemented the detailed
CSMA/CD simulation.

As mentioned earlier, we adopt an open simulation
model for tra�c generation, i.e., the generation of pack-
ets is independent of the delivery of packets. For the
simulation results shown here, we assume packet ar-
rivals are generated from a Poisson distribution. How-
ever, our results are independent of the Poisson as-
sumption. The number of nodes in our simulation is

0
1

2

w-1

3

...

current 
slot

Figure 8. The ring structure to monitor the traffic statistics of
Ethernet link.



20. Packet destinations are randomly chosen from a
uniform distribution.

We �rst examine the accuracy of the fast simu-
lation model. Figure 9 compares performance re-
sults obtained from fast simulation with the detailed
CSMA/CD simulation for P = 64, 512, 1500 bytes and
bu�er size = 4500 bytes. The link throughputs match
with each other perfectly, whereas the mean packet de-
lays have small error due to our simple modeling of
Ethernet performance for multiple bu�ers. This is par-
ticularly evident for the case where the mean packet
size is small (e.g. P = 64 bytes), where the same abso-
lute value of the bu�er size corresponds to a relatively
larger number of queued packets. When P = 512 bytes
and the total o�ered load is 200%, the mean packet
delays observed on the detailed CSMA/CD simulation
and Fast Ethernet Simulation are 69 ms and 65 ms,
while the corresponding throughput are 70.8 % and
70.9 %, respectively. Thus, this �gure indicates that
fast simulation accurately models the performance of
an actual Ethernet network.

The fast simulation approach imposes two over-
heads: tra�c monitoring and performance prediction.
In order to measure these overheads, we introduce an
`easy-fast' Ethernet simulation model. In this model,
instead of passing monitored tra�c information to the
performance predictor, the user can manually set the
link tra�c load and mean packet length. The perfor-
mance prediction is done purely based on these pre-
setup tra�c information and the predicted Ethernet
performance is independent of the tra�c going through
the simulated link. In this case, the simulated stations
do not need to send the amount of packets speci�ed
by the o�ered load to the Ethernet link to make the
tra�c monitor \see" the tra�c load and tell the perfor-
mance predictor this information. Easy-fast simulation
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Figure 9. The simulation results for Fast Ethernet Simulation
and CSMA/CD simulation for packet size = 64, 512, and 1500
bytes and buffer size = 4500 bytes: (a) delay versus total offered
load, (b) throughput versus total offered load, (c) Q-Q plot of (a),
(d) Q-Q plot of (b).

does not require tra�c monitoring, so by comparing the
simulation time for easy-fast simulation with the sim-
ulation time for Fast Ethernet Simulation, we can de-
termine the overhead for tra�c monitoring. Similarly,
by comparing the time taken for easy-fast simulation
with a base case simulation with no performance pre-
diction, we can estimate the overhead for performance
prediction. (Note that our easy-fast simulation model
provides a back-door for de�ning the tra�c load in-
dependent of the actual number of packets placed by
a station on a link. This is extremely useful in situ-
ations where we want to study the e�ect of a highly
loaded link on a particular application without actually
generating the loading cross tra�c.)

Thus, we examine the overhead incurred by each
component of fast simulation model by comparing the
time complexities of the following four simulationmod-
els of LAN: (a) base simulation model: simulation of
LAN (e.g. tra�c generation, packet delivery) without
employing any Ethernet protocol, (b)easy-fast simula-
tion model: simulation of LAN with user-de�ned tra�c
information and performance prediction, (c) fast sim-
ulation model: simulation of LAN using tra�c mon-
itoring and performance prediction, and (d) detailed
CSMA/CD simulation model.

We ran these four LAN simulation models under the
same system con�guration to simulate 10 seconds be-
havior of Ethernet on Solaris. The machine on which
we used to measure the overhead of di�erent simulation
models is a Pentium II with 2 processors, each of which
is 333 MHz and has 512 Mbyte RAM. The CPU time
measured for these four simulationmodels as a function
of total o�ered load is shown in Figure 10. Figure 11
shows the corresponding slow down ratios as function of
total o�ered load. For instance, when total link o�ered
load is 100%, the four di�erent simulation models take
18.01 seconds, 18.74 seconds, 18.90 seconds, and 296.27
seconds, respectively, the corresponding slow down ra-
tios are 1.0, 1.04, 1.05, and 16.45. The CPU time con-
sumed by the tra�c monitor and the performance pre-
dictor take 1% and 4% of that consumed by the base
model, respectively, which are very small portions of
the total simulation time. The major portion of simu-
lation time is due to factors other than the simulation
of Ethernet delays, e.g. tra�c generation and packet
delivery, as we observed from base model. Thus, we
believe that our fast simulation model doesn't add no-
ticeable overhead to the simulator. The total CPU time
consumed of detailed CSMA/CD simulation would be
1645% of that of the base model. This shows that the
exactly simulation of CSMA/CD protocal (i.e. collision
detection, packet retransmission, and signaling, etc.) is
very time-consuming. It's worth noting that the CPU
time consumed becomes 
atten after the o�ered load
exceeds 100%. This is because the bu�er is always full
at most time such that some of new arrived packets are
dropped. Combining the results presented in Figure 9,
10, and 11, we claim that, by eliminating the exact
implementation of CSMA/CD protocol, our fast simu-
lation model reduces the complexity drastically while



the simulation results still achieving desirable accuracy.

8 Applications

In this section, we give examples to illustrate the
usage of the Fast Ethernet Simulation. One obvious
example is to examine how heavily loaded Ethernet
a�ects the dynamics and performance of several pop-
ular network applications. The motivation behind is
that, while providing di�erent levels of Internet ser-
vices to di�erent applications and users becomes one
of the hottest topics in current network research, most
of the research work is focused on the architectures
(e.g. di�erentiated services) and routing mechanisms
(e.g. QoS routing) in the range of WAN. Little work
has been done on studying its implication to LANs, es-
pecially the legacy Ethernet which don't provide any
QoS support, though the stub networks are the �rst
and the �nal steps in the \Internet path" to meet the
QoS requirements. The usual arguments about this
is either the Ethernet are currently lightly loaded, or
we can easily over-dimension them to make them so.
However, with proliferation of stations connected to a
single LAN and various user level applications running
on the network, the Ethernet LAN might be overloaded
from time to time. No actual measurement has been
done to examine the e�ect of heavy-loaded LAN on
performance of user applications. One reason is that
people hold an incorrect assumption that the LAN is
only lightly loaded. Furthermore, there is a lack of an
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e�ective tool to measure and study the negative impact
of heavy loaded Ethernet on applications' performance.
In this section, we present a testbed based on the Fast
Ethernet simulation model, which provides us such a
powerful tool to investigate how the Ethernet workload
a�ects the performance of user level applications.

8.1 Testbed setting

We decompose the testbed into two components: the
real participants (e.g. Web clients and servers, partic-
ipants in Internet telephony) and the simulated LAN
to which all the participants are connected. We choose
Entrapid simulator [7] to simulate the LAN topology4.
The testbed is shown in Figure 12. Two physical ma-
chines, p1 and p2, are set up with user application run-
ning on one and Entrapid simulator running on the
other. We implement the Fast Ethernet Simulation
(and easy-fast Ethernet simulation) in Entrapid simu-
lator. Two virtual machines,m0 andm1, are created to
simulate the LAN using the Fast Ethernet Simulation
model. By using the RealNet technology provided by
Entrapid, one of virtual machine is connected to the
clients and the other is connected to the server run-
ning on the other physical machine. The gateway is
set up such that all packets sent by clients to the server
are directed to m0, and then m1, �nally to the server.
Similarly, packets from server to clients are delivered
through m1, and then m0, to the clients. Thus, pack-
ets exchanged between clients and sever experience the
same delay and throughput as they would traverse on
the actual LAN.

We use both simulation and emulation techniques in
setting up the testbed. The advantage of this testbed is
that people can easily tune the parameters of the LAN
such as packet size, link o�ered load, and packet loss
rate. This provides us a powerful and convenient tool to
study the impact of Ethernet load on user application
performance.

4The reason we choose Entrapid over other simulators such
as REAL, ns-2, etc., is explained in [24].
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8.2 The Impact of Ethernet load on user applica-
tions

One of our research work is to examine how the
Ethernet load a�ects the dynamics and performance
of several popular network applications. In particular,
we studied two applications: the World Wide Web and
the Internet telephony. The results of our study are
presented in [24] [26].

9 Conclusion

In this paper, we propose an e�cient distributed
simulation model, called Fast Ethernet Simulation,
which empirically models an Ethernet link to quickly
and accurately simulate it. Our work shows that by
eliminating the exact implementation of precise col-
lision detection, signaling, and packet retransmission,
the time complexity of Ethernet simulation can be sig-
ni�cantly improved while still maintaining simulation
accuracy. Our detailed performance results demon-
strate the accuracy and e�ciency of our approach.

We came up with three new techniques as part of this
work. First, we use a family of hyperbolic curves to rep-
resent the cumulative distributions of delay as a func-
tion of the o�ered load and mean packet size. Second,
we present a near-constant time algorithm for moni-
toring the load on a link over a speci�c time interval.
Third, we studied the impact of di�erent link workloads
on Ethernet performance and show that, although the
Pareto distribution is the most realistic model of Eth-
ernet tra�c, Poisson is good enough to achieve ac-
curate performance results besides being much easier
than Pareto to be used in performance measurements.
We believe that these techniques can be used in a vari-
ety of other situations, and represent new additions to
the network protocol designer's toolbox.

The top level goal of our work is to study the e�ect
of Ethernet load on application performance. We also
built a testbed based on the Fast Ethernet Simulation
model for this purpose. Using the easy-fast simulation
approach, we can subject tra�c from an application to
a desired Ethernet load with practically no additional
performance overhead. This will allow us to study this
interaction with unprecedented ease.
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